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1 Introduction

1.1. The Educational Challenge

Throughout history, educational aspirations and opportunities have been driven by advances in technology. Reciprocally, at least for those countries that have prospered most with each technological surge, advances in technology have quantitatively and qualitatively increased educational access or delivery in response. With the invention of writing and then of the alphabet, with the invention of the printing press and the Renaissance it fueled, with the scientific and philosophical tools of the Enlightenment, with the productivity, infrastructure, and innovations of the Industrial Revolution—with each great technological shift, educational attainment in these countries has risen alongside.

In our own age, advances in computing technologies have hugely multiplied the demand for education and, especially, for literacy and for the knowledge, skills, and modes of thought that literacy enables. Advances in computing technologies have also hugely multiplied access to information though, again, principally for those who are educated or, minimally, who can read.

So far, however, modern technologies have done little to impact educational attainment or efficacy in the United States, where that includes reading acquisition. We know this because there is one sector of the educational system that has been significantly expanded through technology: Large-scale testing.

As technology has made large-scale testing ever easier and more frequent, the results have remained essentially the same. On international assessments, the performance of U.S. students has been mediocre, at best. On national assessments, the performance of the majority of our students is well below grade-level in history, civics, science and math. And no wonder, for the reading ability of the majority of our students is also well below grade level throughout the school years (See Section 6).

For decades now, the data from such assessments have been met with a flow of proclamations about who or what is to blame for the ever-deteriorating state of our educational system. Writing in 1987, however, Stedman and Kaestle cautioned that the United States’ big educational issue was not, in fact, that its schools were getting worse. Instead, they argued, when consideration is restricted to students of the same age, socioeconomic status, and amount of education, any recent declines in literacy levels are so small as to pale in comparison to the enormous rise in literacy that occurred over the course of the twentieth century. Even so, pointing out that the growth in U.S. literacy levels across the twentieth century was due principally to increases in educational attainment as schooling was opened to ever larger segments of the population, Stedman and Kaestle concluded:

Even if schools are doing about as well as they have in the past, they have never done well in educating minorities and the poor or in teaching higher-order skills. If increased education is the only reason the population has kept up with increasing literacy demands of our society, we have plenty to worry about. (1987, p. 42).

At the outset of the twentieth century, the United States had a strong international advantage in education due to what was broadly seen in Europe as its “wasteful” practice of offering free (government subsidized) education to commoners (Goldin & Katz, 2008). In the nineteenth century, public grammar schools were already widespread in the United States, and during the first half of the twentieth century, public education was rapidly expanded to high schools. In result, average educational attainment in the United States increased by 6.7 years over the course of the century.

Alongside, economic productivity in the United States grew about 2.5 percent per year over the twentieth century. Goldin and Katz (2008) estimate that increases in educational attainment alone directly boosted the United States’ economic growth by an average of nearly 0.5 percent per year between 1915 and 2005, adding that the indirect contributions of educational growth to the economy were likely even greater.

Yet, beginning in the 1970s, increases in educational
attainment within the United States slowed such that high school and college completion rates have barely changed since. Between 1980 and 2000, the fraction of U.S. productivity growth attributable to education fell by a third and, absent some dramatic change in the situation, is estimated to fall by half again in the next two decades (Goldin & Katz, 2008).

Meanwhile, over the last third of the twentieth century, as educational attainment began to level out in the United States, it began to pick up in many other countries. In the 1950s, high-school enrollment in most European nations was less than 40 percent. Today, educational attainment of young adults in most European countries and several Asian countries equals or exceeds that of young adults in the U.S. (Provasnik, Gonzales, & Miler, 2009). Until recently, public high schools were rare in less developed countries. Today, they are growing rapidly in quantity and quality. Given the surge in educational growth in the rest of the world, the slowing of educational growth within the United States effectively amounts to an even steeper relative decline.

The economic ramifications of the United States' educational slowdown have been especially visible, for just as its educational growth began to plateau, growth in the technology sector began to take off. Just as the flow of new college graduates was abating, the demand for them was accelerating. Beginning in the late 1970s, there resulted a "wage premium" for college-educated workers (Autor, Katz, & Krueger, 1998; Machin & van Reenan, 1998). Yet, this trend was relatively short-lived.

By the mid-1990s, the U.S. labor market began to polarize. The market strengthened for those with advanced degrees. Alongside, the number (though not the pay) of jobs requiring minimal education increased, too. However, the demand for college-educated workers fell.

Analyzing this “convexation” of the U.S. labor market, Autor, Katz, and Kearney (2008) point, again, to technology as a cause. As technology grew in distribution and sophistication, as it increasingly became adapted for and adopted by different sectors of the economy, it increasingly absorbed the load of work that could be “routinized” (Autor, Levy, & Murnane, 2003). Done by people, this is the sort of work that requires attention and intelligence; it is the sort of work that once occupied a large segment of America’s better-educated workforce.

At the same time, there arose an acute demand for workers with the knowledge and skills required to develop and deploy the new technological capabilities. Such knowledge and skills include not only those essential for good management, but down the ladder, many more. Among these are the abilities to understand, exploit, and maintain currency with new technologies and with their possibilities and limitations. Beyond that, however, they include the capacity to understand assignments and projects in terms of the goals that drive them as well as the constraints of time and resources that govern them. They include the inclination and capacity to detect and diagnose problems in the conception and execution of tasks and to consider the costs, benefits, and concomitants of alternative approaches or compromises. They include the capacity to understand the needs and perspectives of others, including customers and the public—present and future—as well as co-workers. They also include the capacity to write clearly, incisively, and as appropriately to the audience and task as well as the ability to speak clearly and to the point. As David Olson (e.g., 1994, 2009) has so forcefully argued, all of these sorts of knowledge, capabilities and modes of thought are integrally dependent on literacy, both culturally and individually.

The technology sector will continue to grow. How will it fulfill its need for highly skilled workers?

One broadly advocated option is for the United States to develop aggressive programs toward increasing the rate of college graduation beyond its resting level of 30 percent. Yet, neither would this seem a promising solution, in itself. On one hand, assessment data show that barely 30 percent of U.S. twelfth-graders are mastering high-school expectations. On the other, the data equally make clear that even among young Americans who have already completed college, too many have not learned what is needed. So, yes, we would like more students to pursue higher education, but only to the extent that they can benefit from higher education. Students cannot learn that for which they are unprepared. Relaxing entry qualifications and curricular demands so as to increase college completion statistics is a strategy that, in itself, can serve only to undermine the value of a college education, both on paper and in its real impact.

Another option, already hot, is for U.S. companies...
to look offshore for the skills they want and need. On the downside, of course, this is a strategy that undermines our country’s workforce, both individually and collectively, even as it must inexorably undermine our country’s capacity to do anything to reverse the trend.

In any case, the day is past when the U.S. might ensure its position in the global economy through numbers alone. Relatively speaking, after all, the population the United States is less than 5 percent of the world population and shrinking.

The only real alternative for our country, and it is a pressing alternative, is to increase the quality and impact of our educational system. Core to that goal is taking seriously the challenge of ensuring that far more children develop the literacy levels on which education depends, in school and beyond.

1.2. The Reading Challenge

According to the National Assessment of Educational Progress (NAEP), as many as forty percent of fourth-graders in our nation’s schools are unable to read with minimal fluency (Daane, Campbell, Grigg, Goodman, & Oranje, 2005). Further, the lower the students’ fluency, the lower too is their reading comprehension. Average reading comprehension of those fourth-graders who were not yet able to read NAEP’s test passage with minimal fluency fell below the “Basic” cut-off, indicating an inability to understand or learn from grade-level texts. At the other end of the distribution, only 10 percent of fourth-graders demonstrated an ability to read the passage “with phrasing that was consistent with the author’s syntax and with some degree of expressiveness” (Daane et al., 2005, p. v), and only this group obtained reading comprehension scores that were at or above grade-level (“Proficient” on the NAEP).¹

As recognized by the NAEP committee, there are two levels to reading fluency. The first depends on the ability to read the separate words of a text with sufficient ease and accuracy. The second depends on the ability to grasp or reconstruct the structure and force of the author’s collective words.

To most, it is obvious that learning to recognize printed words involves skills and practices that are specific to the written domain. Yet, research shows this to be equally true of the vocabulary, syntax, background knowledge, and modes of thought that characterize text. Moreover, because the knowledge and skills required for reading and understanding text are specific to text, their acquisition comes about only through experience in reading and understanding text.

But here is the Catch-22: A text read without fluency can barely be understood, and what has not been understood cannot be learned. It follows that unless and until children can read and understand texts on their own, they need support and instruction to help them through it. The value of providing such help is not merely one of ensuring that students will gain from the text at hand but, more importantly, that they will be better able to manage the next text on their own—after all, schoolbooks only become harder with time.

1.3. Overview of This Report

The thesis of this paper is that it is for lack of such help that reading fluency eludes so many of our school children. In support of this argument, Section 2 is focused on the nature of the support needed for gaining basic fluency and why its adequate provision is effectively impossible within the conventional classroom. The next three sections are devoted to the argument that speech recognition-based reading systems offer a technically viable escape from this dilemma. In Section 3, acknowledging skepticism about the feasibility of speech-recognition based reading systems for children, discussion is given to the most loudly voiced misgivings and to how each has been solved by researchers. Section 4 then overviews the special challenges—and demonstrated success—of such systems for promoting basic reading fluency in the classroom. In Section 5, focus is turned to the challenge of supporting more advanced dimensions of reading fluency and comprehension. Here again the argument is made that speech recognition technologies offer key capabilities for monitoring student performance and for providing both corrective and enriched learning opportunities that are beyond the human capacities of the conventional classroom. Section 5 closes with a discussion of the potential value of such technology for assessing children’s reading growth. The “Concluding Remarks” in Section 6 begin with a reminder of the importance of improving the educational efficacy of our schools, and then recapitulate the costs and benefits of providing to our schools the resources they require to offer real literacy support to every student, where

¹ These results essentially replicated the findings of NAEP’s 1995 fluency study (Pinnell et al., 1995).
that centrally includes the technology for helping all to learn to read.
Basic Reading Fluency

Reading fluency, as the name suggests, is the ability to read aloud with the kind of ease, accuracy, rhythm, and intonation that signals ongoing command of the meaning and flow of the text. Reading with fluency depends, first, on the ability to recognize the separate words of a text quickly and accurately and, second, on having and applying the linguistic and background knowledge needed to interpret the words both separately and in their ensemble.

For beginning readers, sounding out or decoding even the simplest words can be an arduous task. Yet, the very process of decoding a word leaves an interconnected trace in memory of its spelling and pronunciation. As these traces strengthen and overlap, they gradually enable the reader to recognize (as distinct from figuring out) whole words and spelling patterns and to map them instantly to pronunciations. Thus, mature readers generally are able to read never-before-seen words with remarkably little effort—so little, in fact, that if the word is in the reader’s speaking or listening vocabulary, she or he may never even notice that it has never before been seen.

The capacity to read novel words easily is called decoding automaticity. Decoding automaticity is owed to the fact that the reader’s cumulative knowledge of spelling patterns and their mappings to speech correspondences provides a support structure by which nearly every word is partly recognized even on its first visual encounter. Although the development of decoding automaticity is significantly hastened by good phonics instruction, the orthography of written English is complex and quirky and its vocabulary is vast. Further, because it is the meanings of words that serve to best differentiate them from one another, the growth of children’s sight word vocabulary depends heavily on experience and practice in reading meaningful text.

It is through mapping the spellings of words to their pronunciations that print becomes bound to the language centers of the brain. Provided that a word is read and understood in context, the word’s activation will extend through its pronunciation to its meanings and usage. Yet this, as it turns out, is a heavy proviso for young readers. First, active attention can be directed to only one mental activity at a time. Where active attention is required for the task of decoding a word, it is necessarily removed from the task of understanding the text. Second, on every dimension, be it vocabulary, syntax, background knowledge, or modes of thought, the comprehension requirements of written language are more demanding, more complex, and in many ways qualitatively different from those that characterize oral language situations (Biber, 2009; Chafe, 1985; Hayes, 1992; Hayes & Ahrens, 1988; Hayes, Wolfer, & Wolfe, 1996). Because the comprehension requirements of text are specific to text, their acquisition depends on reading and, more, on reading and understanding.

Gaining a basic level of reading fluency is a core challenge in the primary grades. At the outset of grade two, most children’s reading is not yet fluent. When they read aloud, their voicing is often hesitant and choppy, and their comfort zone is generally limited to short texts built from short sentences, words that are easy and familiar, and ample repetition. By the end of second grade, on-pace students will have developed a basic level of reading fluency (Adams, 1990; Chall, 1983). Only now are they ready for longer stories, comic books, chapter books, and also for learning how to learn through reading, as will be required in the grades to come. To be sure, even the best readers’ fluency is still far from mature at this point. They will continue to stumble when they encounter unfamiliar words, language, concepts, and modes of thought. However, the more they read—or, more accurately, the more they learn through reading—the less this will happen.

But again, as shown by the National Assessment of Educational Progress (NAEP), as many as forty percent of students in our nation’s schools are unable to read with minimal fluency by the time they are in fourth grade (Daane et al., 2005).
2.1 Developing Basic Reading Fluency

According to the report of the National Reading Panel (2000), the single best practice for developing students’ reading fluency is one-on-one guided oral reading. Guided oral reading occurs when a child reads and rereads texts aloud alongside a helpful adult. As documented in the Panel’s report, guided oral reading sessions effectively accelerate students’ growth in reading fluency as well as their word recognition, comprehension, and full-scale reading scores. In view of such findings, the National Reading Panel strongly urged all teachers to make more time for guided oral reading.

Such urging is well and good, but, realistically, schools are not able to offer much one-to-one reading support due to the very structure of the classroom. For a teacher to read just 10 minutes a day with each of 25 children in a classroom would require fully two-thirds of the school day—assuming the impossibilities of zero transition time, no interruptions, and that each of the 24 unattended children in the classroom behaves perfectly for the duration.

Consistent with the arithmetic of the situation, field research affirms that one-to-one reading opportunities are generally both rare and brief during school hours. This is so whether in the general education classroom (Durkin, 1978-79; McIntosh, Vaughn, Schumm, Haager, & Lee, 1993; Moody, Vaughn, & Schumm, 1997) or in special education settings (Vaughn, Levy, Coleman, & Bos, 2002; Vaughn, Moody, & Schumm, 1998). Further, and for the very reason that it is so urgently and intensively needed, the amount of individual guided reading is even less in poorer schools and with poorer readers: To give poor readers anything close to the amount of individual support that they need requires more time and attention than teachers and aides, together, have available (Allington, 1983; Allington & McGill-Franzen, 1989; Birman et al., 1987).

2.1.1. Getting Children to Read in the Conventional Classroom

Teachers are deeply aware that helping children learn to read well depends integrally on getting them to read enough. Nevertheless, classroom practices for engaging students in reading necessarily rely on strategies that reduce to manageable levels the per-child amount of teacher time and support required.

Many classrooms set time aside for students to read by themselves. Classroom time for such independent reading comes under many different labels—e.g., SSR (Sustained Silent Reading), DEAR (Drop Everything and Read), SQUIRT (Sustained Quiet Uninterrupted Reading Time), and IRT (Independent Reading Time). The sheer number of different labels reflects the number of times that independent reading has been reinvented and re-energized as a hopeful means of solving the read-enough impasse.

But alas, at least for students who yet lack basic fluency, and despite many efforts to show otherwise, programs to increase independent, silent reading have generally failed to boost learning outcomes (Hairrell, Edmonds, Vaughn & Simmons 2010; National Reading Panel, 2000; Wilkinson, Wardrop, Anderson, 1988). Why does silent, independent reading fail to advance reading growth among these students? One possibility is that children tend not to apply themselves sufficiently when reading on their own. Another is that silent reading does not afford children the help needed to address and conquer difficulties. A third, consistent with the genesis of silent reading both historically (Manguel, 1996) and developmentally (Chall, 1983) and also with analyses of the neural substrates involved in reading (Dehaene, 2009), is that silent reading is enabled only through the rich establishment and near automatization of the pathways and processes involved in oral reading.

None of this is to dismiss the importance of silent or independent reading. After all, the core goal of teaching students to read in the first place is toward ensuring that each of them eventually can and will read silently and independently. The problem is that advancing students’ reading ability to a level where independent reading becomes productive depends on additional support. Actually, the problem is worse than that: Although providing such support is arguably the very most important challenge of public schooling, it has also been its least attainable.

To concretize the difficulty of this challenge, it is worth reviewing the principal options available to classroom teachers.

Round-robin reading is perhaps the most common approach to offering oral reading support and instruction in the classroom (Ash, Kuhn, Walpole, 2009). In round-robin reading sessions, the children take turns reading or rereading successive fragments of the text while the others follow along in their own books. Efficient as this process may sound, it turns out that children tend to pay little attention to the text or the teacher when it is not their own turn to read
aloud or speak (Anderson, Mason, & Shirey, 1984; Anderson, Wilkinson, & Mason, 1991). In result, the amount of practice and instruction afforded any given child effectively reduces to whatever time she or he actively participates, which is necessarily precious little.

In *choral reading* sessions, by contrast, the teacher leads all of the students with whom she is working to read aloud in unison, stopping them intermittently to ask questions or prompt discussion. If the text is challenging, then the teacher will often read each segment aloud before asking students to read it back to her. In principle, choral reading sessions offer more oral reading opportunity to every child than do round-robin sessions but, in fact, just as with round-robin reading, children who choose not to participate can easily lie low. A watchful stroll around the back of someone else's classroom during choral reading inevitably turns up a number of children who are not really reading at all. Many are just moving their mouths and noncommittally vocalizing to the rhythm. Typically, several of the kids don't even have their books open to the right page. Very likely, of course, among the students who are off-text or off-task are those who are in greatest need of practice and guidance.

In *partner-reading* sessions, students sit in pairs and take turns reading to each other: One child reads aloud while the other assists, switching roles at designated junctures. The partner-reading dynamic accords each child more time to read aloud than in round-robin reading sessions and more responsibility to do so than in choral reading sessions. Given the mutual support and interaction that partner reading affords, children may also be expected to learn more and make more of the story than when reading alone. At least where partner-reading sessions are given proper training, supervision, and scheduling, research shows that they can effect significant gains in reading progress (Simmons, Fuchs, Fuchs, Mathes, & Hodge, 1995). Nevertheless, meta-analyses indicate that partner-reading sessions typically accelerate reading growth only where children are “partnered” with a significantly better reader and preferably an adult (Chard, Vaughn, & Tyler, 2002; Thierren, 2004), bringing the problem full circle again.

Given the sensitivity of reading growth to the quality of guidance provided, many teachers divide students into *ability groups* for reading instruction. For students who need special help with beginning reading skills, such as phonemic awareness and basic decoding, the value of such ability grouping is generally strong and often dramatic (Cavanaugh, Kim, Wanzek, & Vaughn, 2004; Juel, 1990; Wanzek & Vaughn, 2007). On the other hand, research on ability-grouping with readers beyond the entry level is less clear: Aggregated across such studies, the impact of ability-grouping on reading growth is slightly positive but very small and highly variable (Kerkhoff, 1986, Lou et al., 1996).

Again, a major motivation for ability-grouping is to adjust the pace, focus, and materials of instruction as appropriate to students’ needs. It would seem, then, that ability grouping should at least be helpful for weaker readers. Yet just the opposite seems true. Relative to whole-class instruction, ability-grouping tends to accelerate gains for children in the high-ability groups but to depress reading growth among those in the low-ability groups (Lou et al., 1996; Kerkhoff, 1986). Consistent with these findings but still more troubling, before-after reading studies repeatedly indicate that the best predictor of an individual student’s reading growth is not that particular child’s ability at study outset, but the average ability of the group in which she or he is taught (Anderson, Wilkinson, & Mason, 1991; Barr & Dreeben, 1983; Juel, 1990).

The implication is that different strategies for within-class grouping—whether whole class, ability-groups, small heterogeneous groups, or partners—can alter the distribution of reading growth across students but can do little to affect the class average.

To be sure, evaluating the impact of ability-grouping as though it were a single procedure is crude, for there are many different approaches, structures, and realizations of how such sessions might be conducted, some very good, some not (Wasik & Slavin, 1993). Nevertheless, if the focus is on getting students to read more, not even the best small-group dynamic, with or without ability-grouping, offers a solution in and of itself. Although the teacher may feel like she can help and learn more about her students when she gathers them close to her in smaller groups, time is time: So long as there is just one teacher, dividing the class into groups cannot increase the average amount of attention she can lend to each child.

Although there are a myriad of other strategies for engaging children in reading in the classroom, most amount to variations on these basic alternatives, some more efficient, some less. No matter, in their impact on reading acquisition, all such teacher-diluting strategies pale in comparison to *individual guided oral reading* sessions. Research has demonstrated across many decades and tutoring methods that, given sufficient one-on-one support, virtually all healthy children...
are able to make normal or accelerated progress in reading. Moreover, the rate of progress in such tutorial interventions is shown to be most strongly related to the amount of supported reading that takes place (Monroe, 1932; Pinnell et al., 1995; Slavin, Karweit, & Wasik, 1994; Slavin, Karweit, & Madden, 1989; Vellutino et al., 1996; Wasik & Slavin, 1993). Indeed, given the basics, evidence suggests that just a few minutes a week of such one-to-one reading is enough to make a substantial difference in a child's reading growth (Adams, 2006).

2.1.2. What’s So Good About Guided Oral Reading?

Why is guided oral reading so helpful? The basic answer is that when text is challenging, reading is hard. It requires concentration, perseverance, and is rewarding only to the extent that it is successful. Until children can read comfortably on their own, they need someone or something to guide them across the difficulties, to support their on-going understanding, to help them to appreciate their own progress and accomplishment and, not least, just to keep them engaged and on task.

Among the specific benefits of guided oral reading is that the adult leads the child to lend due attention to visually new words. Indeed, most helpful in this vein may be the adult's very expectation that the child will earnestly try to read such words. Research with on-pace second- and third-graders shows that only a single instance of correctly identifying a new word while reading is sufficient to create a trace of that word in memory that is remarkably complete and enduring. Just a few such encounters with a new word, and it becomes a sight word, instantly available forever (Cunningham, 2006; Cunningham, Perry, Stanovich, & Share, 2002; Share, 2004).

What about reading delayed or disabled students? Perhaps, hypothesized Share and Shalev (2004), these children require more encounters with a word to "own" it. Yet, on studying this hypothesis, Share and Shalev found that when such children did indeed identify the new words in their texts correctly, the words were invariably retained, just as they are for better-reading peers. Why then, asked Share and Shalev, is it that poorer readers characteristically acquire so many fewer new words through reading than their better-reading peers? The answer, they found, is that poor readers are less likely to identify new words correctly during reading, tending instead to give up or skip the words all together. Thus, guided oral reading offers a remedy, again, for sightword acquisition is hastened when students, including struggling readers, are given immediate correction and required to try again (e.g., Ehri & Saltmarsh, 1995; Manis, 1985; Reitsma, 1983, 1989).

At the same time it should be borne in mind that with or without the help of a tutor, readers can focus attention on any individual word only by diverting attention from the text's larger meaning. This, in turn, raises two reasons why attention to word-reading accuracy must be managed with care. First, children are significantly more likely to retain useful knowledge of a new word where they understand the context in which it appears (Cunningham et al., 2002; Jenkins, Fuchs, van den Broek, Espin, & Deno, 2003; Nation & Snowling, 1998). Second, conquering new words is hardly the only reason for asking kids to read. Good tutors know this well. Where word struggles disrupt ongoing interpretation of a text, good tutors will reread and/or direct the child to reread the sentence, a procedure that serves to reinforce the recognition, meaning, and use of the troublesome word even as it recovers the meaning and thread of the text.

Nor can the importance of vocabulary and language assistance be overstated. Written text—where that includes text that has been written specifically for preschool and primary grade children—presents orders of magnitude more words than children can have learned through oral language (Adams, 2009, 2011; Hayes & Ahrens, 1988; Hayes et al., 1996). Furthermore, the meaning and message of written text generally depend on more complete and precise understanding of word meanings and usages than do oral language situations (Biber, 2009; Gardner, 2004).

Teachers are often taught that students should be expected to infer the meanings of new words while reading. In fact, this is not particularly good advice. Where the meaning of a word is essentially if crudely known to the reader, encountering it again and again is invaluable toward gaining control of its full meaning and usage (e.g., Landauer & Dumais 1997; Nagy, Anderson, & Herman 1987; Swanborn & de Glopper 1999). On the other hand, where a word is wholly unfamiliar, the likelihood that context will inform its meaning is slim (Nagy et al., 1987; Schatz & Baldwin, 1986). Summarizing his own extensive work in this area, Richard Anderson (1996) reports, "The overall likelihood [of learning the meaning of new words through reading] ranged from better than 1 in 10 when children were reading easy narratives to near zero when they were reading difficult expositions" (p. 61).
Once again, guided oral reading offers a good solution. Supplying the meaning of an unknown word in the course of reading, at the very moment when needed, is shown to be a singularly helpful means of anchoring it in the student’s memory (e.g., Jenkins, Matlock, & Slocum, 1989; see also National Reading Panel, 2000).

Guided oral reading sessions also offer ideal opportunities for supporting children’s larger understanding and appreciation of what they read. Always knowing exactly where the child is in the text, the listening adult can choose just the right moments to probe or support understanding. If the child has trouble parsing a sentence, the adult may expressively reread it and invite the child to paraphrase it and reread it her- or himself. If the child seems troubled by the content, the adult will provide background knowledge. When key events or information arise in a text, the adult may ask the child to pause to make predictions or otherwise take time to consider the possible significance of what has just been read. Perhaps the adult will ask the child to pause to lend explicit attention to the attitudes or dilemmas of the characters in a text. Perhaps the adult will invite the child to consider the impact or aesthetics of how the author has chosen to word or structure the text. Perhaps the adult will lead the child to lay bare the author’s perspective and point or to examine the consistency of the author’s larger argument. For a reading tutor, the reward of the job lies in making each reading as interesting and educative as possible.

In complement to such instructional opportunities, reading tutors and clinicians are also very good at managing and monitoring students’ reading progress. They are good at judging the interests, needs, and capacities of their students, and they are good at judging the demands and difficulty of different texts (Klare, 1984). They are good at deciding what texts a child might profitably read, and they are good at deciding what texts or sections of text warrant rereading. They are good at making note of the orthographic, vocabulary, and learning challenges on which a student needs extra work, and they are good at selecting or devising activities in response. They are good at administering timed reading assessments so as to gauge growth in fluency. And they are good at communicating with their tutees both about their needs and, no less, about their progress and accomplishments.

2.2. Summary

But here lies the core dilemma. Such opportunities are effectively unavailable in schools, and relatively few children have the luxury of a private tutor. Nevertheless, if learning to read depends so heavily on this sort of help, then it must somehow be available to most children who do learn to read. Where might successful students find it?

The answer, of course, is in the home (e.g., Bradley, Corwyn, McAdoo, & Coll, 2001; Burkham, Ready, Lee, & LoGerfo, 2004; Sénéchal & LeFevre, 2002). In many homes, parents and caretakers regularly read to and with their children. Across as many sessions, they share many different books and reading selections. They provide instruction and engagement with print, with language, and with information both in the texts and behind them. They provide models of good reading and of different ways of responding to what is read. In all, if more leisurely and intimate than the typical tutorial, the sort of shared reading that often takes place between parents and children essentially amounts to a broad and continual program of guided oral reading, extended in time and dimensionality, and ever sensitive to the individual child’s knowledge, interests, needs, and readiness to learn. Keep in mind, however, that researchers are able to measure the impact of such support only because there are so many homes in which it is lacking.

Because home educational and literacy practices correlate strongly with parental income and education, they present themselves as the single largest causal factor underlying the have-/have not achievement gap. Data from the Early Childhood Longitudinal Study show that the reading ability of children from disadvantaged homes is already six months behind that of their more advantaged peers on kindergarten entry; by third grade the difference has widened to 16 months (Aikens & Barbarin, 2008; see also Logerfo, Nichols, & Reardon, 2006). To be sure, there are children who perform miserably in school despite the fact that their homes offer all manner of educational stimulation and support (Bhattacharya, 2010). Nevertheless, longitudinal study of children of poverty affirm that absent home support, the prospects of learning to read are slim (Entwisle & Alexander, 1996; Entwisle, Alexander, & Olson, 2005).

Textbooks, homework, tests, libraries, laws, newspapers, the World Wide Web—all remain inaccessible except as children learn to read. Thus it is that by teaching children to read, public education is supposed to afford full educational access to all children, regardless of
background. Yet, if the likelihood that children will indeed learn to read depends less on school than on the reading support and instruction they receive at home, then this is a false promise. Somehow, our schools must find a way to offer every student at least the minimal support that is required for learning to read.
Learning to read depends on application, discipline, and understanding that are barely attainable without individual guidance and support. Providing individual children the amount and kinds of support that are required is impossible within the structure or economics of the conventional classroom. Therefore, to the extent that children depend on public school for their formal education, they must be expected to fare relatively poorly unless and until public schools can provide the kind of educational support on which its educational demands depend.

Could schools escape from this dilemma by hiring additional reading tutors? The answer is no, and the arithmetic of the number of (good) people as well as the amount of money that would be needed to hire them is left to the reader.

The purpose of this section is to argue that there is a viable, cost-effective solution to this impasse. Automatic speech recognition can be harnessed so as to give the computer “ears.” Speech-recognition based reading tutors offer a cost-effective and scalable means of ensuring ample, individual reading and learning support to every student.

3.1 Is Automatic Speech Recognition Up to the Challenge?

Today, people around the world, in dozens of languages, depend on automatic speech recognition for telephone call-routing and directory assistance. It is widely used for dictation and information capture in the defense, heath care, and legal sectors. It is used for captioning live television so we can watch our favorite games in noisy sports bars and by unnamed agencies for transcribing suspicious communications. It is used by people to talk to their computers and mobile devices, for example, while browsing the Web, creating their own voice commands, and managing their bookmarks. People use it to issue commands to their cell phones and, in reverse, for asking their cell phones to transcribe their voicemail and send written copy to their e-mail. People use automatic speech recognition to talk to their televisions, their music players, their cars, and their navigation systems. And, of course, speech recognition is very hot in the gaming industry.

In other words, automatic speech recognition is a technology that is mature and even commonplace in industry after industry with the salient exception of where it is needed most: in education. Whatever the economic or social value of the applications mentioned above, most pale in comparison to the potential of speech recognition as it could and should be used to help people learn to read and read to learn.

So why is it that speech recognition has yet to penetrate the schoolhouse?

Somehow, the “word on the street” is that speech recognition technology is not feasible for young children. Skeptics claim that young children’s syntax is too immature and unpredictable. Their classrooms are too noisy. Their voices are too high. Their elocution is too idiosyncratic and fraught with regional and other-language accents. Let’s take each of these in turn.

First, yes, the spontaneous language of young children is marked by unconventional wording and syntax. If the goal were one of recognizing their spontaneous speech, this would indeed be a complication. However, given instead the goal of monitoring and supporting their reading, it is not. When reading, the syntax and wording of what the children are to say is prescribed by the print on the page. The speech recognizer’s challenges are thus reduced to deciding whether the child reads what is written and to discerning whether and where the child experiences difficulty in so doing.

Turning to the second issue, yes, classrooms are very noisy places. This, too, is a nonstarter. Speech recognition systems have long depended on distinguishing speech sounds from non-speech sounds and on compensating or correcting for background noise. Similarly, one can program the system to excise sniffles, coughs, sneezes, and, with special deference to the grade 5-and-up crowd, burps from the speech stream. Of course, some of the noise in a classroom
is from the vocalizations of others, but today, directional, speech-quality microphones are wholly affordable and, thanks to the gaming industry, are available with child-sized headsets. Besides which, like a human tutor, the software system is always allowed to tell the student that it couldn’t hear and to request that the student reread troublesome segments as needed. The system may also be programmed to alert the teacher of persistent audio trouble as may arise from, for example, bad sound cards, flakey USB connections, or broken headsets.

With respect to the third issue, yes, it is true that the original work on automatic speech recognition was focused on grown men or, more specifically, adult English-speaking men and, even today, few speech recognition systems work well with young children. Crudely, speech recognition programs work by imagining the vocal tract as a long pipe where the identity of a phoneme depends on where in the pipe it is made. Of course, grown men’s vocal tracts vary considerably in size and shape, but given standard statistical smoothing functions, the model estimate of the size of the pipe need not be very exact. The problem with young children is that their vocal tracts are much smaller than those of grown men. Young children are off the scale, as it were, and because of this the basic, adult-male recognizer works poorly (see Hagen, Pellom, & Cole, 2003).

On the other hand, adjusting the recognition algorithms for young children is no big deal. At worst, it requires collecting or licensing speech samples from children for use in determining a more suitable vocal tract estimate. Alternatively, in the 1990s at BBN Technologies, we mathematically “shrank” the adult-male model’s vocal tract size by adding a simple, guesstimated coefficient and, interestingly, that seemed to work nearly as well with young readers as our later efforts based on empirically derived settings. Also useful to developers, research suggests that, at least prior to adolescence, using a single cross-age model works just as well as using different models for children of different ages or sizes (Arcy, Wong, & Russel, 2004; Hagen et al., 2003).

Determining the proper vocal tract settings for women (which, importantly, includes most teachers of young children) and for adolescents is slightly more difficult for two reasons. The first reason is that the physical sizes of people in these two groups vary so widely that even with normalization, a significant subset will remain out of range no matter where the distribution is centered. The second reason is that the responses of neither women nor teenagers prove trustworthy when asked the simple question of whether their voice sounds more like a man, a woman or a child. No matter, the answer can be determined through a simple five-minute enrollment exercise that the student completes on initial sign-in to the system (Beattie, 2010).

In contrast to the other three issues, the fourth issue, pronunciation variability, has been truly nettlesome for speech-recognition applications, whether for children or adults. In recognition, transcription, and speech-understanding systems, pronunciation variability complicates decisions about what the speaker has intended to say. In reading support applications, it undermines the speech-recognizer’s ability to decide whether a student has correctly or incorrectly grasped what she or he was supposed to say.

### 3.2 Detecting Word Recognition Difficulties

#### 3.2.1. The Problem of Pronunciation Variability

With respect to the utility and acceptability of an automated reading tutor, the window of grace is very narrow. To the extent that the machine fails to recognize difficulties, it can neither assess nor assist the student as required. To the extent that the machine flags words with which the child did not actually have difficulty, its assessment data are equally invalid. Worse still, false interventions prove extremely annoying to students; if students dislike the system, they will not apply themselves.

Although young children are famous for such lexical distortions as /bisetgy/ for spaghetti, /alligator/ for escalator, and /allabody/ for everybody, these sorts of errors aren’t really a problem. Such errors are not very frequent and, in any case, are the sorts of misperceptions that correct themselves as children learn to read and write (Adams, 1990; Bissex, 1980).

It is, instead, the pronunciation variants that arise even when children have properly perceived or decoded a word that cause trouble for automatic speech-recognition applications. Some of these—for example, /hēō/ for hill or /fwog/ for frog—are rooted
in poor phonological or articulatory refinement. Some are rooted in regional accents, such as /shok/ for shark, /dwog/ for dog, or /māyan/ for man. Some are rooted in dialect or other-language phonology, such as /mēster/ for mister, /wid/ or /wil/ for with, or /fahdoh/ for pharaoh. On top of these sorts of variations, comfortable human speech and fluent reading are marked by a number of phonological compromises such as syllable deletion (e.g., /varīty/ for variety), reduced vowels (e.g., /tuh/ for to or /yih/ for you), phoneme deletions (e.g., /ri/ for right and /wuhda/ for would have), and phoneme substitutions (e.g., /wuhjoo/ for would you) (c.f., Jurafsky et al., 2001). Note that, except perhaps for the first, none of these categories of phonological variation are common among adults as well as young children.

Because such pronunciation variability is rooted in the speaking habits of humans, it is not diminished by overtraining of the speech recognizer (Jurafsky et al., 2001). Speech scientists have therefore turned to adaptations of the speech-recognition network as means of coping with them.

One means of adjusting for such variation has been to require individual users to "train" the recognizer for her or his particular speech patterns. This is the approach often used with personal dictation systems, for example. To train the recognizer, the user is asked to read sets of prescribed passages aloud, continuing until the software has succeeded in attaining stable, accurate recognition performance. For any given system, both how much training material must be read and how well the training works varies from person to person. Regardless, because such recognition training relies on a considerable amount of fluent, accurate reading by the user on enrollment, it is not an ideal solution for young children or for poorer readers in general.

For systems that do not require such individual training, i.e., “speaker-independent” systems, the most common strategy for coping with pronunciation variability has been to augment the recognition network with families of acceptable pronunciations for the phonemes and words of interest. Unfortunately, except for systems with very small vocabularies, neither has this tactic proved adequate, for there is a trade-off between forgivingness and accuracy of recognition (or, in signal detection terms, between sensitivity and specificity). In recognition and dictation systems, increased tolerance for alternate pronunciations of one word (one sound, one speaker) is inevitably coupled with increased misrecognition of others (c.f., Riley et al., 1999). Similarly, in a reading application, increased tolerance for alternate pronunciations must be coupled with decreased sensitivity to reading errors.

In view of this, Bell and colleagues (2003) have argued that conquering such phonological variation necessarily depends on using other dimensions of the language situation in conjunction with the phonological signal.

In most speaker-independent applications, this is done by turning the challenge for the speech recognizer into a multiple-choice task. Often the system is set up to constrain what the human is allowed to say to some enumerable set. An automated telephone call center might, for example, be designed to permit only numerals as responses (as, e.g., when requesting a caller's frequent flyer number). Alternatively, the system may list permissible answers for the caller (e.g., “Would you like to book a flight, change an existing reservation, or something else?”) or ask direct questions for which only a limited set of answers is possible (e.g., “What is your city of origin?”).

One might imagine that an analogous multiple-choice strategy would be useful for managing the problem of pronunciation variability in the reading situation. After all, correctly read words should, one-to-one, match the string of words in the text. The problem, however, is with words that are not read or recognized correctly. For the tutor to be helpful, the question is not whether the word that the student has voiced is similar to the word that should have been read: Given an alphabetic writing system such as English, mistaken readings of a word are nearly always phonologically similar to the word intended. Thus, the critical question for a reading tutor is, instead, whether what is voiced by the child suggests a failure or difficulty in recognizing or understanding the word intended.

In this spirit, a number of developers have endeavored to improve error detection in speech-recognition based reading systems by coupling target words to sets of foils chosen to represent likely spelling-to-sound errors. So far, and whether the best-bet errors have been generated on principle or, empirically, through analyses of children's reading corpora, results of these efforts have been disappointing (e.g., Fogarty et al., 2001; Mostow et al., 2002, Price et
Again, following Bell and colleagues (2003), the question becomes one of what other dimensions of the language situation, in addition to letter-sound misrenderings, are indicative of reading difficulty. Surely there must be such information, for reading teachers and specialists agree quite reliably as to when children have misread words or are otherwise struggling with a textual difficulty (Cucchiarini, Strik, & Boves, 2000; Harris & Sipay, 1990). These people are neither trained phoneticians nor mind readers. What is it that they hear?

Here is a thought experiment for the reader. Imagine that you are sitting in your office. You hear a young child’s voice from down the hall, maybe in somebody else’s office. Nobody tells you that this is the voice of a young child. They don’t need to; it’s obvious to your ear. Also obvious to your ear is that the child is not talking, but reading. In addition, you can tell whether the reading is easy for the child or hard for the child, and you can even hear exactly when the child is experiencing special difficulty. You can hear all of this without seeing or knowing the child, without seeing or knowing what she or he is reading, and without even being able to hear the words well if at all. What is it that you hear?

It was from this thought experiment that a team at BBN Technologies embarked on developing a reading tutor in the early 1990s. The answer, ultimately verified through analyses of timed transcriptions, is that the predominant sign of reading difficulty is reading dysfluency.

3.2.2. The Nature and Frequency of Reading Dysfluencies

Recall that reading fluency emerges as the recognition of printed words becomes connected to the language-processing centers in the brain. For purposes of text understanding there are two advantages of these connections. The first is that the print on the page is mapped almost instantly and automatically to language. The second, due to the fact that the flow of information over established pathways in the brain is bidirectional (Bear, Connors, Paradiso, 2001; Dehaene, 2009; Gazzaniga, 2008), is that the language centers serve reciprocally to facilitate recognition and interpretation of each word as it arrives. It is this back and forth fluid—or fluent—handshaking of information that underlies reading fluency and that allows the reader to focus active attention on the meaning of what is read rather than the processes of reading it.

Yet, when the flow is disrupted at any point, so too are fluency and understanding. When a word is unfamiliar, it cannot be mapped to language; there is a hiatus. When a word is misread or misunderstood, it misdirects the interpretive process; again, whether at that moment or later, when ensuing words become irreconcilable, the flow comes to a halt. When the language is too complex, the thread of the text is lost; the reader is reduced to word-by-word or phrase-by-phrase reading and comprehension fails. When active attention is directed to the process of decoding a word, it is necessarily removed from the process of understanding; the task of building the thread of the text is put on hold, at best.

A case in point is offered from the Center for Speech and Language Processing at the University of Colorado. The team had enhanced their reading-tutor software by adapting it for young children’s voices. Finding, to their surprise, that young readers rarely pause at the ends of sentences, they also relaxed their active text window to span sentence boundaries. They implemented several layers of heuristics for predicting which word would be read next and for responding with alacrity when the child read some other nearby word instead. And, on top of all that, they required individual training of the system by each of their young readers. Even so, the word-recognition error rate of the system remained too high. (Hagen, Pellom, & Cole, 2003).

In an effort to identify what else might be done to improve the system’s recognition accuracy, the Colorado team undertook an analysis of words that had been correctly and incorrectly “recognized” by their system when listening to young readers (Lee, Hagen, Romanysyn, Martin, & Pellom, 2004). The database was collected from 106 children, including 17 in third grade, 28 in fourth grade, and 61 in fifth grade, with each reading one of 25 different stories that were roughly 1000 words in length.

Each of the words read by the children was marked if it had been produced correctly, fluently, and without interference. These words accounted for 92 percent of all of the words that the system had transcribed from the reading sessions, and it had recognized all but 5.7 percent of them correctly. All of the remaining 8 percent of the words that the system had transcribed were associated with some sort of
input flaw, and fully 31.5 percent of these words were “recognized” incorrectly. In order to determine which sorts of input flaws were most troublesome to the system, the research team divided them into categories.

When the students’ readings were marred by background noise, the system’s error rate was 15 percent. However, since background intrusions were rare, accompanying only 0.3 percent of all words, they accounted for just slightly more than 1 percent of the recognition errors on the full set of flawed words. Similarly, 58 percent of non-speech sounds, such as coughs and sniffles, were heard as words by the system, accounting for another 6 percent of its recognition errors with flawed input.

Where the children had mispronounced or misread words, the system’s recognition output was in error more than 40 percent of the time. However, the analysis also showed that mispronounced and misread words accounted for less than 1 percent of all of the words to which the system responded and only 12 percent of all of its false recognitions of flawed input.

The remainder of the flawed events, amounting to fully 80 percent of them in all, were due to dysfluent reading behaviors of the children, including repetitions of words, parts of words, or strings of words; pauses and hesitations; interjections such as “um”; letter- or syllable-wise decoding; and stretching of syllables or phonemes during word attack. Grouping these dysfluencies into categories revealed three particularly troublesome sets of problems.

The first set of problems centered on “breath noises,” which the system too often mistook for words. Though this may seem an amateur problem to many speech scientists, it should be pointed out that many children breathe very heavily when laboring to read. In addition, many seem to have runny noses for the duration of the school year. Managing this set of problem required better acoustic models of children’s breath noises.

The second set of problems was associated with the fact that the system had been programmed to count “recognized” words as having been read. In consequence, when a word or a string of words were repeated, the system was without immediate candidates with which to compare it. Because of this, repetitions were sometimes scored as incorrectly read words. Alternatively, the system would map repeated words to same or similar words elsewhere in the text, thereby losing its alignment with the child’s actual position in the text which engendered still more errors. To manage this problem, the Colorado team revised the system so as to permit repetitions.

The third big set of problems centered on vocalizations tied to belabored word recognition. In particular, when the system heard the child enunciate the beginning of an expected word, it would often accept that fragment as a correct rendering of the whole word. This, too, produced two kinds of problems. The first, of course, is that a word that is only partially read is not correctly read: unless the system can discern partial from complete readings, it cannot correct the former. Second, having accepted the first part of the vocalization as the whole word, the system was left without any good immediate candidates for the word’s ensuing parts as they arrived. Motivated by these data, the Colorado team augmented the recognition network for its reading tutor with a sub-word recognition framework.

Operating in direct competition with the whole word candidates, the sub-word framework helps the recognition process in two ways. First, when a child vocalizes an initial fragment of a word, the corresponding sub-word candidate wins the recognition contest, beating all other candidates, including the target word itself. In this way, the sub-word recognition framework serves to protect the system from falsely accepting a partially articulated word as a complete and correct rendering of the whole word it expected. Second, through the sub-word framework, when the system has recognized an initial fragment of a word, it is biased to listen for the balance of the word. This serves to protect the system from falsely recognizing ensuing phonemes or syllables as other words even as it provides a means for discerning whether the word in focus has indeed been read fully and correctly, if effortfully.

At the level of dynamics, such sub-word trees serve much the same function as the sorts of mispronunciation foils explored by Mostow et al. (2002) and Price et al. (2007). Both approaches are intended to refine the system’s ability to discriminate whether or not the child has read correctly by setting up competition for the target word that is phonologically similar and that represents errors that the children are somehow expected to make.
Even so, the differences between the two approaches are equally important. First, the mispronunciation foils are referenced against canonical or “received” letter-sound correspondences and, thus, easily run amuck of differences in accents and variability in diction. In contrast, for the sub-word trees, colorings of accent and diction affect the target and its foils equally. Second, whether based on phonics principles or on analyses of pronunciation errors in children’s readings, generalization of mispronunciation errors to new words is risky both because the applicability and realization of phonics principles ranges widely within English orthography and because realization of phonemes varies widely with context as well as the language background and speech habits of the reader. In contrast, because the elements of the sub-word trees are based on the essential left-to-right, spelling-to-sound dynamic of the reading process and are phonologically competed against the word itself, they can be automatically generated for all text words (albeit with careful checking by a human) during the software-build process.

On implementing their sub-word framework, the Colorado team found that their system’s false alarm rate for partial words fell to 5 percent (Hagen, Pellom, & Cole, 2007) as compared to the prior 49.6 percent error rate reported by Lee et al. (2004). Beyond issues of system accuracy, such sub-word recognition frameworks the pedagogical potential of such sub-word frameworks is also significant. They provide the information necessary for discouraging students from visually glossing word endings, a common short-cut among weaker readers that interferes with sight word and vocabulary growth (Adams, 1990). They also provide the information necessary for discouraging students from failing to articulate or attend to word endings, a common speech habit within African American Vernacular English that interferes with reading acquisition (Charity, Scarborough, & Griffin, 2004).

Unfortunately, when the University of Colorado team compiled their data (Lee et al., 2004), they chose to tag each word with one and only one type of flaw. Thus, for example, if a word was tagged as having been read incorrectly, information as to whether it was also marked by pausing or hesitation was not tallied. In consequence, their compilation of flaws does not inform the full distribution of the children’s dysfluent behaviors; nor does it permit estimates of the relative frequencies of the counted occurrences of each type of difficulty. Even so, several core points emerge from the work of the Colorado team. First, when common types of dysfluencies are included in the system’s language model, its ability to stay aligned with the children’s readings and to distinguish correctly from incorrectly read words increases markedly. Second, frank misreadings and mispronunciations of words while reading are relatively rare among young readers. Instead, the great majority of children’s “flaws” while reading correspond to dysfluencies—pauses, repetitions, and belabored efforts to decode. We are reminded of the thought experiment presented earlier. What we hear as we listen to the child down the hall is the special rhythm and cadence of fluent reading—and of its disruption.

To be useful, it is essential that a speech-recognition based reading tutor have the capacity to accurately monitor a child’s progress through a text despite the occurrence of errors and dysfluencies. In addition, of course, such a system needs means of evaluating divergences from the text as-written and of deciding whether and how to respond to them.
4 Using Dysfluencies to Monitor Reading Difficulty

The relation between children's reading fluency and their overall reading ability has long been appreciated by educators (e.g., Gray, 1919). In educational settings, reading fluency is conventionally assessed by asking the children, individually, to read a brief, grade-level text aloud as the teacher marks all errors and times the reading with a stopwatch. The value of this measure rests on the fact that the children's reading rate, as gauged in correctly read words per minute, varies directly with their overall reading ability as younger and poorer readers take significantly longer to read a given passage than do good readers. Across many studies, grade-school children's performance on such assessments generally correlates upwards of 0.80 with full-scale assessments of overall reading proficiency (for reviews, see Good & Jefferson, 1998; Marston, 1989). In addition, children's oral reading fluency scores align closely with global, subjective ratings of children's reading fluency by teachers and reading/language specialists (e.g., Cowie, Douglas-Cowie, & Wichman, 2002; Cucchiarini et al., 2000).

What are the factors that underlie the lower fluency scores of younger and poorer readers? In fact, children's rate of articulation increases with development, not reaching adult levels of maturity until age 12 (Lee, Potamianos, & Narayanan, 1999). In addition and independent of maturation, word articulation time is slower for poorer readers than for better readers (Cucchiarini et al., 2000; Lee et al., 1999). The number of reading errors made by a child also impacts the fluency score because each is subtracted from the total number of correctly read words. Nevertheless and by a large margin, the single greatest contributions to the slower reading times of younger and poorer readers are aberrant pauses and other sorts of time-outs within sentences (Clay & Imlach, 1971; Cowie et al., 2002; Cucchiarini et al., 2000; Goldman-Eisler, 1968; Mostow & Aist, 1997; Pinnell et al., 1995).

In other words, the reading patterns documented by the Colorado team are consistent with a massive body of psychometric data on children's oral reading behaviors. Moreover, both are consistent with the larger portrait of reading comprehension and its development. The seamless flow of mental activity that transforms print to understanding depends on instantaneous recognition of the words of the text along with ready recognition of the language and meaning that the words are intended to carry. This flow is necessarily disrupted whenever the reader encounters a word or phrase that eludes, misleads, or requires active attention for its apprehension or understanding.

Again, such dysfluencies in a child's oral reading are shown to be strong predictors of clinicians' ratings of a child's reading ease or difficulty. They are also major determinants of clinicians' decisions about when a child needs help while reading (Harris & Sipay, 1990; Betts, 1946). For reading clinicians, dysfluencies are used in complement to the child's vocalizations in assessing needs and progress. For human listeners, in other words, dysfluencies provide that other dimension of the language situation that is so critically needed to cope with the variability of the phonological signal (Bell et al, 2003).

4.1 Reconfiguring the Speech Recognizer to “Hear” Pauses

Could dysfluencies be used by speech-recognition based reading tutors in a similar manner? The argument in this section, is that yes, they can, and to great effect. Designing a speech-recognition based reading tutor to do so, however, depends on conquering two component challenges. First, the system must be re-configured so as to register dysfluencies so that they can be evaluated. Second, there is the puzzle of how to evaluate the dysfluencies. Although reading difficulties are almost always accompanied by dysfluencies, not all dysfluencies are signs of difficulty. The system must somehow be designed to distinguish between those struggles...
that warrant attention or assistance and those that do not.

For a good speech engineer, the first challenge—that of re-designing the system so as to register and time dysfluencies—is not hugely difficult. After all, computational speech-recognition depends on millisecond processing of the temporal parameters of the speech stream. On the other hand, every world-class speech engineer with whom I've worked has found it a hugely irritating request. After all, speech engineers and scientists are experts in phonology. They have devoted their lives and minds to thinking about speech in terms of phonology. Thus, there arises a disciplinary-based skepticism as to whether pauses or stammerings could possibly be informative. On top of that, there is a technological impediment. That is, in deference to the memory limitations of auld, speech-recognition engines are typically designed to discard silence, stammering, sighing, muttering, false starts, and repetitions from the user record. Moreover, their automatic excision is itself the product of much work and ingenuity.

Thus, in early work toward developing a speech-recognition based reading tutor at BBN Technologies, the first challenge was to persuade the engineers to redesign the recognizer to maintain timed records of such erstwhile detritus. Happily, having done so, they were rewarded with exactly the sort of evidence they needed to validate their effort. The speech recognizer, in itself, often rejected unconventionally pronounced words such as /hēō/ for hill or /seester/ for sister even when, save pronunciation, the child had given every sign that the words had been recognized and understood with fluency and confidence. On the other hand, when the children struggled or failed to recognize a word, their readings were almost always marked by pauses. Often, the pauses were coupled with vocalizations, as in the case of false starts, repetitions, and belabored decoding. Sometimes, they were wholly silent. Either way, the question now became one of discerning the likelihood with which such events were symptoms of difficulty.

4.2 Distinguishing Symptomatic from Acceptable Pauses

Not all pauses are signs of reading difficulty. Pauses also arise during fully fluent, mature reading. Good readers are strongly inclined to pause between paragraphs and also just before and after quoted dialogue. Not infrequently, whether to breathe, to mark the break, or to think, good readers also pause at boundaries between sentences (Goldman-Eisler, 1968). Dismissing these sorts of pauses is straightforward since the boundaries of sentences, quotes, and paragraphs are explicitly demarcated in the text.

On the other hand, good readers also insert brief pauses to align meter with message. For instance, good readers insert brief pauses in their speech stream so as to move important words to stress beats for special emphasis. Here is an example, where bolding indicates stress, bolding plus italics indicates emphatic stress, and the / (slash) indicates a brief pause:

“He’s talking about the big lion that we heard about.”

“He’s talking about the /big lion that we heard about.”

“He’s talking about /the big lion that we heard about.”

Data collected at BBN suggested that wherever a non-syntactic pause exceeded the duration of a stress beat, it was safe to infer that it was a symptom of difficulty as opposed to a showing of expressiveness (Adams & Schwartz, 1998).

In the vast majority of cases, symptomatic pauses were found to occur in the immediate vicinity of a troublesome word (i.e., immediately before, after, or during). This was excellent news, for following Bell and colleagues’ advice (2003), it offered a straightforward feature of the language situation that could be used in conjunction with the phonological signal to locate the source of reading difficulties.

Occasionally, however, symptomatic dysfluencies are more distal from their cause. For example, seeing an unknown word ahead, readers sometimes elongate, repeat, or pause unduly between leading but known words so as to buy time and protect the phrase structure of the sentence (e.g., “It waasss /// /iiit // wwaasss // it was unusual for the whales to come ….”) Clearly the problem word in this example was neither it nor was, but unusual. Given additionally such behaviors as false starts, repetitions, repairs and word-skipping, it was clear to the BBN team that more was needed. A Markovian dysfluency grammar, encompassing common dysfluencies as
well as the correct pathway through the text, was built to support the recognizer’s ability to keep track, with each utterance, of where in the text the child was and what she or he might be expected to say next. That was as far as things progressed at BBN Technologies.

4.3 Implementing the Pause Factor in a Speech Recognition-Based Reading Tutor

A year or so later the project was born again at a now-defunct company. Most of the early technical employees were from BBN Technologies, and the goal of the company was to make a speech-recognition based reading tutor that would be usable and useful in classrooms. The core recognizer, Sphinx III, was licensed from Carnegie Mellon University, and a children’s voice model was developed from licensed data. The speech recognizer was augmented to deal with non-vocal and background noise, a sub-word recognition framework was set up in competition with the whole word recognition algorithms, and a dysfluency grammar was implemented. Further, instead of ignoring sentence boundaries, as the University of Colorado team had done, the user interface was set up to force the children to read sentence by sentence or, for very long or complex sentences, phrase by phrase. This partitioning of sentences was helpful in governing the dysfluency grammar as well as in managing the buffering and shipment of voice data from the children. Just as importantly, cognitive research shows that better readers actually do pause mentally (though not necessarily vocally) between sentences (Just & Carpenter, 1987), and that helping poorer readers to pause at sentence boundaries improves their comprehension (Kleiman, 1975).

Despite these and numerous other refinements, the system too often persisted both in intervening with corrections when it should not have and also in failing to offer help when it seemed clearly needed. The only obvious option left seemed to be that of requiring the children to individually train the system, as the Colorado team had done. But again, this is not an ideal requirement for young and poor readers.

4.3.1. How Well Can Pauses Diagnose Difficulties: Clinicians vs. Computer

The diagnostics were then augmented with a pause factor. The pause duration was statistically estimated from data collected from 197 second- through sixth-grade children, each of whom had read a set of five or six 100-word passages. The passages in each set ranged in difficulty from well-below to well-above the child’s grade level with the goal of obtaining reading data that ranged from easy and fluent to difficult and dysfluent for children at each age level.

“Ground truth” was established by asking two experienced reading specialists to evaluate each of the children’s records. Very high frequency grammatical words, such as to, of, is, for, and the, were excluded from the analysis since data showed these words to be swallowed or substituted as often by good as by poor readers. Otherwise, the reading specialists indicated for every word in each child’s record whether they believed it had been (1) read acceptably, (2) warranted immediate intervention, or (3) deserved post-reading review. No mention of pausing or timing was made to the reading specialists. Their assignment was simply to listen and re-listen to each record until they came to full agreement with each other on every word. Ultimately, the two reading specialists reached agreement on nearly 98 percent of the words.

A subset of the rated reading records were then divided into matched sets: A Training Set and a Test Set. The training set was used for exploring parameters that might estimate the specialists’ ratings. The Test Set was set aside to permit clean corroboration of any estimates that were derived.

Within the two sets, the records were balanced for gender and represented a range reading ability and passage difficulties for each grade-level. Although a number of parameters and combinations of parameters were evaluated, the best predictor of the reading specialists’ ratings was the presence of (filled and unfilled) non-syntactic pauses. The records in the Training Set were used to derive a statistical estimate of the pause duration (as measured by the time between offset of word \( n-1 \) to onset of word \( n \) ) that, across all children, best discriminated words that the reading specialists judged to warrant immediate intervention. This pause value was then added to the system in complement to its phonological algorithms for detecting reading troubles.
To lend perspective to these numbers, the same research program found that agreement between even the most reliable reading clinicians in marking students’ reading-miscues was less than 90% on first-listens—which, of course, is the only listen afforded to humans in real time.

Table 1 shows the system’s resulting intervention performance as compared to the (human) reading specialists. For both the Training Set and the Test Set of recordings, the system’s decisions as to whether to accept or intervene agreed with the reading specialists on close to 95 percent of the words across grades. Results were comparable for English language learners and native-English speakers.

To lend perspective to these numbers, the same research program found that agreement between even the most reliable reading clinicians in marking students’ reading-miscues was less than 90% on first-listens—which, of course, is the only listen afforded to humans in real time.

Table 1.

<table>
<thead>
<tr>
<th>Children</th>
<th>No. Text Words</th>
<th>% FN</th>
<th>% FP</th>
<th>Total % Correct</th>
<th>No. Text Words</th>
<th>% FN</th>
<th>% FP</th>
<th>Total % Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 2</td>
<td>1130</td>
<td>2.4</td>
<td>2.9</td>
<td>94.7</td>
<td>1040</td>
<td>2.2</td>
<td>2.3</td>
<td>95.5</td>
</tr>
<tr>
<td>Grade 3</td>
<td>5540</td>
<td>2.1</td>
<td>1.7</td>
<td>96.2</td>
<td>5078</td>
<td>2.6</td>
<td>2.0</td>
<td>95.4</td>
</tr>
<tr>
<td>Grade 4</td>
<td>1130</td>
<td>1.5</td>
<td>2.3</td>
<td>96.2</td>
<td>1040</td>
<td>1.5</td>
<td>2.0</td>
<td>96.5</td>
</tr>
<tr>
<td>Grade 5</td>
<td>1017</td>
<td>1.7</td>
<td>2.5</td>
<td>95.8</td>
<td>624</td>
<td>1.6</td>
<td>0.9</td>
<td>97.5</td>
</tr>
<tr>
<td>Grade 6 (all)</td>
<td>9975</td>
<td>1.5</td>
<td>1.6</td>
<td>96.9</td>
<td>11177</td>
<td>1.6</td>
<td>1.4</td>
<td>97.0</td>
</tr>
<tr>
<td>Grade 6 ELL</td>
<td>3355</td>
<td>2.0</td>
<td>2.1</td>
<td>96.0</td>
<td>2289</td>
<td>1.7</td>
<td>1.1</td>
<td>97.2</td>
</tr>
</tbody>
</table>

Total % correct corresponds to how often the system’s intervention decisions agreed with those of human reading specialists. False negatives (FN) correspond to instances when the system rejected a word that the specialists had accepted; false positives (FP) correspond to instances when the system accepted a word that the specialists had rejected. Among grade-six students, 31 percent (45% Spanish; 45% Portuguese) were English Language Learners (ELL). (From Adams, 2006).

4.3.2. Testing the System’s Tutoring Performance

With its intervention algorithms thus tamed, the next question was whether reading with the software would in fact accelerate children’s reading growth. To find out, the impact of this software was evaluated with 410 mainstream children in the second through fifth grades of two matched schools within the same middle-class district. The research plan followed a quasi-experimental design: In one school, children in all grade 2 and grade 3 classrooms were assigned to read with the speech-recognition based tutor while those in grades 4 and 5 participated as controls; in the second school, children in the grades 4 and 5 classrooms were to read with the software while those in grades 2 and 3 participated as controls. Software use was scheduled for 30-minute sessions once or twice a week over 17 weeks. The actual number of sessions averaged 15, 20, 24, and 23 for the second- through fifth-graders, respectively, where the actual amount of reading time averaged eight minutes per session or between two and three hours total across all sessions.

In other words, this was not a lot of reading time. But it still made a big difference. Assessments of the children at the end of the school year showed significantly greater fluency gains at every grade for those who had read with the software than those who had not with effect sizes ranging from 0.53 for second-graders to 0.26 for fifth graders. The inverse relation of fluency gains to grades related to the fact that there were far more second- than fifth-graders who yet lacked basic fluency in this middle-class school district. Relative to expected fluency growth per grade-level as documented by national norms, the effect size for those children who used the software was 0.90 standard deviations (Adams, 2006).
4.4 Designing for Impact and Usability

Even the best of readers occasionally stumble and often compromise or distort the pronunciations of words when reading aloud. Thus, in addition to discerning when and where dysfluencies arise, a speech-recognition based reading tutor must decide what to do about such events. Again, the trade-off is that failing to correct an error amounts to a lost learning opportunity, but offering corrections inappropriately or too often is irritating to the students and disruptive of their understanding.

As an example, when good readers have misparsed or misunderstood where a sentence is going, they are inclined to backtrack, spontaneously rereading a phrase, word, or sentence so as to reprocess it. Because such repairs necessarily divert from the word-by-word organization of the text, a phonologically-centered reading tutor might be obliged to intervene. For developing readers, however, permitting the system to intervene on such occasions would be a mistake, for it would effectively stifle their occurrence. To the contrary, such repairs are to be encouraged among young readers as they are a sign of active thinking and understanding. Thus, another advantage of using pause parameters to monitor difficulties is that it enabled the system to refrain from interrupting the children whenever repairs and rereads were executed with alacrity.

Similarly, it is valuable to imbue the system with a sense of which words are most likely to pose difficulties and why. Although the high-frequency grammatical words (e.g., the, have, for, to) are often produced poorly by readers, they are unlikely to be visually unfamiliar and therefore unlikely to warrant correction except among very beginners. Instead, because of the lock-in nature of word acquisition, the words that are likely to cause difficulty are those that are new, whether visually or semantically. But again, what can be expected to be challenging depends on level: Where on-pace second-graders might be flummoxed by ambiguous spellings such as bead versus dead or bowl versus howl, on-pace fourth-graders are yet likely to balk when first encountering long (e.g., photosynthesis, environmental) and irregular words (e.g., colonel, ukulele, trough). Where readers struggle with words that are orthographically easy relative to their reading level (e.g., silt, meek, tamp), it is a good bet that the problem is vocabulary or usage rather than decoding. Vocabulary knowledge is also the prime suspect where children repeatedly render a word incorrectly despite having previously been corrected.

Moreover, and regardless of level, what is easy for one child may be troubling for another. Clinicians report that one child may have trouble with certain vowel spellings, another may balk on even the most familiar words when a suffix is added, and still another may panic at virtually any long word. In fact, there is very little hard research data on how children's word recognition skills grow beyond first grade. Developers should consider programming the speech-recognition based reading tutor to collate the words that each child reads correctly and incorrectly over time. Beyond affording invaluable information for research on reading development, such data should be seminal in informing the system's own diagnostic, intervention, and instructional options.

Again, too, children tend to find interventions during reading aversive unless truly needed. Given the importance of providing help always but only when needed and the uncertainty of that need, developers will find it wise to set higher criteria for intervening during reading than for including words in review lists or activities.

There are many issues such as these that cannot be managed by the speech-recognition technology by itself, but instead must be relegated to sensitive design of the user interactions. The coda, therefore, is that in addition to good speech engineering, part of the art of building a good automated reading tutor depends on disciplined research and analysis and on pedagogical expertise. Tagging words according to their recognition difficulty depends on a good sense of the language's orthography and how it generally develops, and similarly for tagging words that are likely to be perplexing to children in meaning or usage. Writing clear and useful comprehension questions is a remarkably difficult task and so, too, is the job of creating glossary entries that will usefully clarify the meanings of words as they arise in different contexts. Because readability formulae remain poor indices of the complexity or difficulty of texts, pedagogical sensibilities are also needed for structuring libraries.

In addition, the value of any classroom system depends no more on how well it works with the children than on how useful and useable it is for their teachers. Beyond robustness, considerations for teachers extend to:
» Painless management of student rosters including:
  • compatibility with the electronic enrollment files used by schools;
  • easy procedures for adding, removing, and editing student entries;
  • ready ways to sort data by student characteristics as required by state and district reporting protocols.

» Means of exporting data, records, and content, whether for
  • special statistical examination;
  • lesson planning, building student portfolios; or
  • sharing with other specialists or parents.

» Assistance for instructional support and lesson planning, including:
  • for creating student groups;
  • for setting and monitoring assignments; and
  • for a host of decisions about which data to summarize or make summarizable and how, so that teachers can manage progress and design needed instructional guidance.

These considerations also include such vital but regularly overlooked essentials as ensuring that teachers have their own accounts for exploring and experimenting with the content and behavior of the software as “students.” This seems so basic. How could a teacher possibly be comfortable turning her students loose on software with which she has no working familiarity? Yet, it is with stunning frequency that school software licenses include no provision for teachers’ user-accounts.

In designing a speech-recognition-based reading tutor, a close partnership between engineers, teachers, and other experts on reading development is indispensable.
5 Beyond Basic Fluency Support

For on-pace students, basic reading fluency should be attained by the end of second grade. But again, as documented by the NAEP (Daane et al., 2005), basic reading fluency continues to elude nearly half of fourth-grade students, nationwide.

The tutoring system described in Section 3.3 was designed to help children with reading difficulties in the course of reading, to redirect the children’s attention to missed words and belabored sentences for review and rereading, and to maintain records of their progress and fluency over time. Among human tutors, these are core practices toward promoting basic reading fluency.

The evidence that the system, though used for relatively little time and even in its infancy, did indeed accelerate the children’s fluency growth should be taken seriously, for unless and until basic reading fluency is established, reading for understanding and learning remain out of reach. Made available in all schools, speech-recognition based reading systems could provide ample, cost-effective, individual guided-oral reading sessions for all children—as needed by all children in order to gain basic fluency.

Even so, basic fluency support is hardly the only potential educational benefit of speech-recognition based reading technology. For one thing, basic reading fluency is only a starting point: Even among good readers, fluency growth does not begin to plateau until adolescence. And beyond fluency, just think about it. Imagine that every book had ears, a readiness to interact richly that was bolstered by all manner of activities and resources, plus a single-minded commitment to productively engaging the mind of every child who opened it. The educational possibilities are limitless.

This section explores three more potential applications for such technology: (1) helping students to acquire the linguistic structures and comprehension monitoring skills on which advanced reading fluency depends, (2) providing interactive text-based support of content area learning, and (3) compiling information on students’ needs and progress in ways that are more efficient, more informative, and less disruptive than conventional assessment options.

Although each of these three applications is arguably much needed in our classrooms, all three are offered as examples. The goal is one of provoking you, the reader, to continue contemplating how much and in how many ways such technology could benefit our educational progress.

5.1 Prosody and Understanding

According to the National Reading Panel, the vocal signature of fluency “is the ability to read a text quickly, accurately, and with proper expression” (2000, p. 3-5). Thus, in the measurement of reading fluency for the NAEP, students were evaluated not just on the speed and accuracy of their oral reading but also “for phrasing, adherence to the author’s syntax, and expressiveness” (Daane et al., 2005, p. 5). But alas, the latter dimensions of fluency are precluded unless and until children are able to read the words of a text with adequate speed and accuracy (e.g., Laberge & Samuels, 1974; Perfetti, 1985) which, again, the NAEP showed nearly half of U.S. fourth-graders unable to do. In view of this situation, the importance of basic reading fluency gained national attention such that many schools now require timed oral reading assessments of all elementary students at least twice a year.

Unfortunately, as Jay Samuels (2006b) has cautioned, the emphasis on timed oral reading assessments may have become an over-emphasis in too many classrooms. The danger of over-emphasizing timed oral reading assessments is that it risks promoting rapid word recognition to an end in itself—in assessment, in the lessons and curricula that grow around the assessments, and in the students’ habits and minds. Students can acquire new language, new thoughts, and new insights from print only as they
learn to monitor and critique their understanding of the texts they read (Chall, 1983). Doing so depends on what Pikulski and Chard (2005) have termed "advanced fluency." As Samuels reminds us, “The most important characteristic of the fluent reader is the ability to decode and to comprehend the text at the same time” (2006a, p. 9).

In keeping with this, good tutors do more than listen for word-recognition difficulties. They also listen for whether children sound like they understand what they are reading. This they discern from the prosody—the patterns of rhythm, stress, and intonation of the child’s voice. As in the case of reading speed and accuracy, agreement among human listeners is quite reliable when asked to judge the appropriateness of students’ prosody (Cowie et al., 2002 Daane et al., 2005; Pinnell et al., 1995). Might it be possible to program a computer to evaluate children’s prosody as well?

English is what is known as a stress-timed language. Thus, the prosody of fluent oral reading is regularly if elastically metered by its stressed syllables, more or less as in a poem: Once upon a time, there was a storyteller who lived on the edge of the village. In essence, the reading is realized in waves, with each wave cresting at its stressed syllable. For good readers, the waves correspond roughly to phrases, modulated such that the syntactically and semantically most important words are located at their stressed crests. Less important words and syllables are unstressed as they are paced to fit the time available in between stressed syllables, even where that means speeding them and squashing them together. Relatively speaking, stressed syllables are both higher in pitch and longer in duration. In addition, final words of a phrase and, more so, of a clause or sentence, are prosodically marked as the duration of their vowels is stretched and the pitch of the voice is lowered. In complement, with the beginning of a new phrase, clause, or sentence, pitch and rhythm are reset such that the prosody of oral reading reflects sentence structure.

The question is how do young readers learn to do this? The tendency among speakers to stress the most important words of their utterances is universal and so, too, is the tendency among listeners to focus on those words that the speaker has stressed (Bolinger, 1983). But the written form of a word is the same regardless of how its author may have intended its importance or imagined its stress.

Nor does children’s oral language experience prepare them with models that they can usefully draw on when learning to read. First, the syntax of spontaneous speech tends to be ill-formed by written standards. “Sentences in spoken language are often difficult to identify,” wrote Chafe (1985, p. 11), continuing that the basic, natural unit of speech consists of a clause that typically has a single intonational contour, is composed of no more than seven words, a single idea unit, and lasts for no more than two seconds. Second, in spontaneous speech, importance trumps syntax in determining stress in any case (Shattuck-Hufnagel & Turk, 1996). Third, oral language exploits many other prosodic devices that variously serve to indicate the affect, importance, referent, function, or proper interpretation of the speaker’s words; typically, none of these is marked in written text.

History teaches us that the formalization of English syntax began to evolve only in the seventeenth century as English became a written language. Moreover, its standardization was owed principally to the authors of the English Enlightenment as it was developed and refined specifically in service of aiding interpretation and compensating for the ambiguities of the prosody-less medium of print (Halliday, 1985; Olson, 1994).

Thus, in written language, formal syntax is the principal means by which authors convey the intended focus and the structure of their language. It is through formal syntax that authors specify how the meanings of their words are to be interrelated and understood collectively. In oral language, most of this information is provided by prosodics and, indeed, oral language cannot be understood when its prosodics are disturbed (Huggins, 1978). In written language, by contrast, it is just the opposite: It is the syntax of the sentence that prescribes the prosodics.

It follows that to read a sentence aloud with appropriate “phrasing, adherence to the author’s syntax, and expressiveness” the reader must grasp the structure of the sentence and assign syntactic roles to its words (Chafe, 1988). And more: The reader must do so in the fleet moment between gleaning the words from the page and delivering them orally.

The quandary for the young reader is that the syntax of written language was invented for and is generally used only in formal written language (Biber, 2009; Miller & Weinert, 1998; Olson, 1994; Tomasello, 1998). Necessarily, then, the syntax of written
language can be learned only through experience with print.

Thus, meta-analyses show that growth in the ability to understand “book language” is one of the strongest outcomes of reading aloud with preschoolers (Bus, Van Ijzendoorn, & Pellegrini, 1995; Scarborough & Dobrich, 1994). Numerous studies have documented that both receptive and productive command of the syntactic structures that characterize written text develop only gradually across the school years and that children's sensitivity to the syntactic structures of written language predict their reading comprehension above and beyond their decoding abilities (e.g., Bohannon, 1975; Bowey, 1986; Levin & Buckler-Addis, 1979; Willows & Ryan, 1986). Moreover, use of written language structures in spontaneous speech is strongly related to higher education and, whether as enabler or consequence, seems linked to the requirement of higher education to read syntactically complex texts (Miller & Weinert, 1998).

Whether the measurement is based on the prosodic contours (i.e., timing and pitch) of their oral readings or by asking them to mark syntactic boundaries with a pencil, mature readers are found to conform closely to each other in their perception of the syntactic structure of text (Chafe, 1988; Goldman-Eisler, 1968; Klatt, 1987; Koriat, Greenberg, & Kreiner, 2002; Schwanenflugel, Hamilton, Kuhn, Wisenbaker, & Stahl, 2004). In contrast, younger and poorer readers cannot begin to demarcate the syntactic units of written language, and the prosodic contours of their oral reading often diverge substantially from the adult model. Children's ability to generate or interpret the syntactic structure of written language develops gradually across the school years in hand with their reading growth (e.g., Cutler & Swinney, 1987; Dowhower, 1991; Koriat, Greenberg, & Kriener, 2002; Schreiber, 1987, 1991).

Children who read with more adult-like prosodic contours demonstrate superior reading comprehension (Schwanenflugel, Hamilton, Kuhn, Wisenbaker, & Stahl, 2004). Indeed, Miller and Schwanenflugel (2008) have shown that the production of appropriate prosody by first-graders when reading the simple sentences of their first-grade books predicts their reading comprehension two years later in third grade. At the extreme, young children engage in what is known as “word by word” reading, lending equal stress to each word and showing little respect for phrasing or even sentence boundaries (Clay & Imlach, 1971). Even students who show themselves able to render mature prosody with easier texts often lose it when texts involve longer and more complex sentences (Benjamin & Schwanenflugel, 2010; Klatt, 1987).

Because children's acquisition of syntax is strongly correlated with their linguistic experiences, its developmental course is characterized by large individual differences and a strong effect of socio-economic status (Huttenlocher, Vasilyeva, Cymerman, & Levine, 2002; Vasilyeva, Materfall, & Huttenlocher, 2008). Yet, Huttenlocher and colleagues have also shown that, given varied exposure to any given syntactic structure, young children are remarkably quick in learning to understand and use the structure in new sentences on their own. In one study with preschoolers, for example, the researchers read ten brief (30 sentence) stories that used a preponderance (60 percent) of passive sentences. Each story was read twice over a period of two weeks. In result, the preschoolers' ability to comprehend passive sentences as well as their inclination to produce them on their own, grew significantly (Vasilyeva, Huttenlocher, & Waterfall, 2006). Another study documented that preschoolers' comprehension and use of multi-clause sentences increased in direct proportion to the frequency with which their teachers happened to use such structures in their own daily speech (Huttenlocher et al., 2002).

Children seem similarly quick to internalize new syntactic structures encountered when reading on their own. But, again, this depends on whether or not they have grasped the structure and meaning of what they have read. Toward helping them do so, Dowhower (1991) summarizes several approaches that seem beneficial. The first is the practice of having the children reread passages aloud until they can read them fluently; meaningful gains in fluency are evident with up to four readings (Therrien, 2004). The second is that of physically demarcating the syntactic structure of the text for the children by, for example, inserting extra space or line breaks at phrasal and clausal boundaries (Frase & Schwartz, 1979; Kirby, & Gordon, 1988; O'Shea & Sindelar, 1983). Given the helpfulness of such demarcations, it is curious that breaking lines at phrasal and clausal boundaries is common practice in trade books for beginning readers but not in their school textbooks. The third is that of modeling the appropriate
phrasing and intonation of difficult sentences for the children (Chomsky, 1976). Best of all, of course, are guided oral reading sessions wherein the tutor can lead the child to focus on challenging sentences by providing corrective feedback, modeling their proper reading, requesting their rereading, examining their words and wordings, and eliciting paraphrases and discussion of their import (Therrien, 2004).

If a speech-recognition based reading tutor were designed to monitor the prosody of its tutees, it could assist in each of these ways. Although educational research on reading prosody has most often been focused on pitch contours (e.g., Cowie et al., 2002 Schwanenflugel et al., 2004), timing is arguably a better metric for such work. First, whereas there is a voluntary dimension to pitch modulation, the assignment of timing appears to be an early and obligatory part of the speech generation process (Klatt, 1987). Second, even while highly correlated with pitch, timing metrics can additionally capture information about pauses and about relative word stress. Patterns of relative word duration have been shown to correspond reliably to surface structure phrasal chunks (e.g., as marked by psycholinguistically naïve subjects) and, conversely, the alteration of relative word duration results in consensually unacceptable prosody (Aaronson & Scarborough, 1976; Huggins, 1978; Gee & Grosjean, 1983). In addition, temporal parameters are continually computed as a part of the speech recognition process and, as such, are technologically available for diagnostic exploitation with less extra development.

Figures 1 and 2 show the timing contours for five sixth-grade students, each reading the sentences, “Life in ancient Egypt was governed by the Nile. The Nile was predictable.” In each figure, vocalization durations for words or word-parts are graphed in gray while pause durations are graphed in black.

The students shown in Figure 1 are strong readers, with average reading fluency greater than 150 words correct per minute across passages. As shown, sometimes these students do pause at sentence-final periods, and sometimes they don’t. As evident from the graphs, two of the students treat “ancient Egypt” as adjective-noun pair, accenting the noun; the other two students instead treat it as a compound (accenting the first word, like New Yorkers do with rye’ bread). Otherwise, the word-timing contours of all four students are virtually identical: Grammatical words are brief, and content words are stretched in accordance with their syntactic importance and elongated in sentence-final position. Note that the second student maintains this contour despite a slip in the middle of the first sentence.

In contrast, the student displayed in Figure 2 is a relatively weak reader with average reading fluency of less than 100 correct words per minute over passages. As shown, the student has difficulty with the text words governed and predictable. Both words are coupled with nonsyntactic pausing and neither is well-rendered despite the extra effort. Most especially, note the differences in the prosodic contour of this student’s reading with those of the good readers. The relative durations of this student’s words are reliably governed by neither their importance nor their syntactic status.

The importance of prosody—or, more precisely, of the dependence of comprehension on the reader’s recognition of the syntactic structure and intended focus of what is read—prompts another suggestion for developers. Out of the box, speech recognition kits are designed to index texts as a single string of words, first to last, from the beginning of the passage to its end. In building reading applications, developers would instead do well to implement hierarchical indexing of pages, paragraphs, sentences and possibly of clauses and phrases, too. As the system matures, they will find such indexing very useful in ways ranging from diagnostics, record-keeping, adaptive querying, as well as in conferring greater flexibility for highlighting the text for review and for positioning multimedia options.
Figure 1: Good Fluency, Good Prosodics
Durations of successive words (blue bars) and pauses (black bars) as a function of text words and punctuation. The four students shown in Figure 1 are strong sixth-grade readers with fluency scores upwards of 150 words per minute. The dotted curves trace the prosodic contour of each reading as given by word durations.

Figure 2: Poor Fluency, Disrupted Prosodics
Durations of successive words (blue bars) and pauses (black bars) as a function of text words and punctuation. The student shown in Figure 2 is a weak, sixth-grade reader with fluency scores beneath 100 words per minute.
5.2. Automatic Speech-Recognition for Managing Interactive Learning

A potentially invaluable asset of speech-recognition based reading applications derives from the fact that, by virtue of the speech-recognition layer, the computer continually knows exactly where in the text a student is. With proper design, this feature offers many different kinds of opportunities for enriching and extending students’ reading experiences.

As an example, let us consider what we will here call a “Read and Think” application that was developed for the specific purpose of encouraging students to direct due attention to meaning, message and vocabulary in the course of content-area reading. The key to this application was the insertion of “invisible triggers” into the text map. Whenever the student’s reading reached one of the invisible triggers, a pop-up question would appear on the screen. (See Adams, 2008).

Of course, it is commonplace for paper texts to be complemented with questions designed to structure and guide students’ understanding. Often the questions are provided at the end of the chapter or section, but sometimes they are printed in call-outs or in the margins beside the text to which they pertain. Regardless, students often fail to appreciate the reading comprehension support such questions are intended to provide. Still more dysfunctionally, students often find ways to use such questions to avoid rather than to enhance their reading. How many parents have gotten wrinkles listening to their child explain that the teacher didn’t tell them to read the chapter, but only to answer the questions at the end? Similarly, using eye-movement technologies, Paulson and Henry (2002) have shown how students are inclined to undermine the standard passage-plus-question reading assessment format by first reading the questions and then groping around the passage for the answer.

In the Read and Think design, by contrast, the students could not see a question or even know where one might arise except by reading the text to which it pertain. Nor were they allowed to skip questions. Because the questions were focused on terms or issues that had to be understood by the reader for the next section of the text to make sense, the software required students to answer each question correctly before moving on. The students could always do so by looking back at what they had just read. However, kids are very impatient people, and re-reading something that they just read already is something many are loathe to do. But what is the option? Not being able to tell when a question might pop up, our students quickly learned that the most efficient way to beat the system was to think while they were reading, just in case. As one student remarked about this software, “I really like it because, see, it gives you something to do when you’re reading.”

To evaluate the impact of this software, it was trialed at the Sumter Correctional Institute in Bushnell, Florida, with adult intermediate readers (i.e., adults with reading levels equivalent to grade 3-7 students). Although intermediate adult readers currently make up more than 60 percent of the adult basic education (ABE) population nationally (National Center for the Study of Adult Learning and Literacy, 2006), research documents that the overall impact of ABE coursework on their literacy skills is small at best (see reviews by Kruidenier, 2002; Sheehan-Holt & Smith, 2002; Sticht & Armstrong, 1994; Venezky, Bristow, & Sabatini, 1994). Consistently, although all participants in this study had completed at least two and as many as six ABE courses, none had shown significant gains in their reading ability in result. They were stuck. Their reading scores were not budging.

In contrast, given 25 one-hour sessions with the Read and Think software, the men’s reading levels grew dramatically. Their reading achievement grew by 2.3 grade-equivalent levels, from 5.27 to 7.54, as measured by the Woodcock Reading Mastery Test (WRMT) and by 1.7 grade-equivalent levels, from 5.8 to 7.5, as measured by the Test of Adult Basic Education (TABE) (Smith & Adams, 2007).

Such results with adult literacy students are unprecedented. Clearly adults can learn to read given proper support. That, by itself, is a finding of great social importance. High school diplomas or GED certificates are increasingly required even for such jobs as driving trucks and packing grocery bags. Yet, people may take the GED exam only if they demonstrate the ability to read at a level equivalent to tenth grade.

The results of reading initiatives for at-risk school children, grades three and up, are equally as dismal as those for adult intermediates. Even in at-risk schools with strong primary-grade programs, such intermediate-level initiatives generally fail to maintain, much less to accelerate, students’ reading
growth (Adams, 2008). Beyond phonics, the literacy progress of intermediate students—be they children or adults—depends on guided practice in reading, understanding, thinking about, and learning from increasingly complex texts. Effective, affordable reading support for intermediate students, whether children or adults, is crucial toward helping them move up and on with their lives. Again, speech-recognition based reading tutors potentially offer a key part of the solution.

Beyond general literacy support, one may also think about specific kinds of learning and thinking that such systems might assist. The fact that speech-recognition based reading tutors continually know exactly where in the text a student is, enables a wealth of different kinds of interactive teaching and learning dynamics. That is, the invisible trigger points described above are nothing more than calls to the computer and, as such, could be exploited in countless ways.

In reading a passage about the Lewis and Clark expedition, for example, the triggers might call up an interactive map, asking the student to show the expedition's starting point. Or, such interactive graphics might be deployed to ask the students to arrange and rearrange tokens in the course of reading a logic or math problem. Other texts might be clarified through sound files, for example, when reading about musical instruments, whale songs, or bird calls. Or perhaps the computer would ask students to verify interactively what they have just read about the pitch effects of the length, tension, or density of a vibrating string. Indeed, many scientific texts could be significantly enhanced through complementary video or animation, e.g., how the rotation of the earth results in day and night, the progress of a tsunami from formation to landfall, the growth of a chicken embryo from fertilization to hatching, or the workings of such culture-changing inventions as using gears to translate circular to up-down movements. In addition, of course, educators would be immeasurably grateful were such dynamics designed to present writing or note-taking prompts to students in course of their reading.

5.3. Speech-Recognition and Reading Assessment

Finally, there is the issue of assessment. At every level—from individuals to programs to systems—the possibility of managing and improving literacy instruction depends critically on good assessment. Yet, if there is one core issue on which virtually all literacy experts agree, it is that sensitive, informative assessments of reading are wanting (e.g., Committee on the Prevention of Reading Difficulties 1998; National Reading Panel, 2000; Paris & Stahl, 2005).

It happens that among tests of reading ability, oral reading fluency assessments stand out in terms of both validity and reliability. Again, oral reading fluency assessments consist of having students individually read a brief (typically 50-300 words in length, depending on grade), level-appropriate passage. The student’s score is the number of words that she or he reads correctly per minute. In terms of validity, there is the frequent caution that oral reading passages be followed with comprehension questions so as to discourage mindless “NASCAR” reading. Given that precaution, oral reading fluency tests carry strong face validity, as the student’s task is to read and understand connected text. They also evidence strong concurrent validity, yielding correlations with formal reading assessments such as the Stanford, the California, the Iowa, the Gates-McGinitie, and the Metropolitan that are generally upwards of 0.80. In addition, the reliability of oral reading fluency assessments (as measured by testing and re-testing a group of students a week or so apart and looking at the correlation between the two sets of scores) tends to hover around 0.90 when the same passage is read in both sessions and is nearly as high when different passages are read (for reviews, see Good & Jefferson, 1998; Marston, 1989).

In short, oral fluency assessments are relatively easy to administer, statistically reliable, and correlate strongly with measures of word recognition, comprehension, and full scale reading tests. This being so, many districts require that they be administered two or three times per year to all students in grades 2 through 5 and more frequently to students evidencing reading difficulty. Unfortunately, this is where their chief weaknesses arise. In such mandated administrations of oral fluency tests, teachers are given two objectives. The
first is to identify any children whose reading fluency is below-level as defined by norms for grade and time of year (e.g., Hasbrouck & Tindal, 2006). The second is to evaluate whether or not each individual student’s oral reading fluency score has increased since the last testing occasion and, in particular, whether the slope of that change projects that the child’s fluency score will be at or above grade-level by the end of the year. The problem is that, despite their impressively high reliability and validity statistics, the predictive sensitivity of oral reading assessments is relatively poor (Carlisle, Shilling, Scoot, & Zeng, 2004; Jenkins, Hudson, & Johnson, 2007; Roehrig et al., 2008; Stage & Jacobsen, 2001).

The test-retest reliability statistic measures the stability of the children’s performance relative to each other, but it is indifferent to their absolute scores. That is, a test-retest correlation of 0.90 indicates that it is a pretty good bet that the rankings of scores across students will be similar across test sessions or passages. The student with the highest score on the first test is likely to obtain one of the highest scores on the retest, and so on. The problem is that children’s fluency scores bounce around considerably from one test session to the next for reasons having nothing to do with their reading ability. This is true of the average scores for the group as a whole and still more so for the particular score earned by any given individual. Yet, decisions made about the help any individual student will or will not receive are based on the specific scores and score-changes from one testing occasion to the next for that one, particular, individual child.

Let us consider the error of these estimates in turn, starting with the children’s fluency scores. Large-scale norms indicate that the average oral reading fluency of students in the winter of first through fifth grade are roughly 28, 72, 94, 112, and 128 words per minute, respectively (Hasbrouck & Tindal, 2006; Christ & Silberglitt, 2007). However, for any given child’s fluency score, the Standard Error of Measurement has been found to range from 8 words per minute for first graders to 12 words per minute for fifth graders (Christ & Silberglitt, 2007; Howe & Shinn, 2002; Poncy, Skinner, & Axtell, 2005). That means, for example, that given a first-grader who attained a smack-average score of 28 correct words per minute on the winter oral fluency assessment, the teacher could be 95 percent confident that the student’s “real” fluency score is someplace between 12 and 44 words per minute—scores that would respectively place the child deeply at-risk or well above-level.

Because estimates of oral reading growth rates are derived from the children’s raw reading rates, the problem is similar but worse. In the primary grades, the actual rate of improvement of oral reading fluency is expected to be between one and two words per week (Deno, Fuchs, Marston, & Shin, 2001; Fuchs, Fuchs, Hamlett, Walz, & Germann, 1993). Where children’s improvement is slower than that, they are to receive intensive remedial assistance until their growth rate picks up. Again, however, due to measurement error, children’s actual rate of growth is difficult to estimate from their performance on oral fluency tests. Collecting data from published research studies, Christ (2006) has estimated that the average error of the estimated growth slope is approximately 10 words per minute per week. Thus, if the results from a fluency assessment indicate that the child’s fluency has increased 1.5 words per week, then the teacher could be 95 percent confident that the actual change per week in the child’s fluency was someplace between a gain of 21 words per minute and a loss of 18 words per minute.

Clearly these are not useful numbers for purposes of setting instructional plans, much less for justifying educational designations. But in our schools, that is how teachers are told to use the children’s fluency scores.

What is the source of this measurement error? Poncy et al. (2005) estimate that approximately half of it is owed to differences in the actual difficulty of the passages that children are asked to read during testing. As captured in the group test-retest reliability statistics, the ranked oral reading scores of a given group of children are generally very similar across passages. Nevertheless, the mean performance of the group can differ substantially across passages. Such differences in passage difficulty are shown to be poorly estimated by readability formulae and are pronounced even within equivalently “leveled” passage sets presented by developers (Ardoin, William, Christ, Klubnik, & Wellborn, 2010; Francis et al., 2008). Other sources of measurement error derive from the happenstances of the testing situation and include such issues as procedural fastidiousness by the test administrator, disruptions that arise during the course of the test, and whether the child is having a good day or bad day. Consistently, the error is substantially larger when either passage calibration or test-administration vagaries are less tightly controlled (Christ, 2006).

As is to be expected, such “measurement error” averages out over multiple test occasions and passages.
shoulders as they work. The children's reading clinically by watching over their dimensions of instructional support, whether to work the system would free the teacher for the human report all such data to the children's teachers. Just as and even words; and it would cogently summarize and difficulty of the different passages, sections of passages, lines; it would objectively measure the relative precision of which humans are incapable. It would minded procedural homogeneity and measurement the children's fluency data with the sort of single-
different reading of each different passage on each it would automatically collect their fluency for each were regularly reading with the speech-recognizer, recognition based reading application. If the children Here again, then, is a priority need for a speech-recognition based reading application. If the children were regularly reading with the speech-recognizer, it would automatically collect their fluency for each different reading of each different passage on each different day. In doing so, moreover, it would neither disrupt nor displace learning time. It would instead collect these data unobtrusively, in the background, while at the same time enabling every child in the classroom to be productively engaged in learning through guided oral reading.

The software would continually collect and aggregate the children's fluency data with the sort of single-minded procedural homogeneity and measurement precision of which humans are incapable. It would automatically discard outliers and generate regression lines; it would objectively measure the relative difficulty of the different passages, sections of passages, and even words; and it would cogently summarize and report all such data to the children's teachers. Just as importantly, while hosting readings with the children, the system would free the teacher for the human dimensions of instructional support, whether to work with individuals on their special needs or to observe the children's reading clinically by watching over their shoulders as they work.

Arguably, such speech-recognition based reading software is just as direly needed in support of formal tests of reading achievement. Whether norm-referenced or criterion-referenced, formal reading tests generally follow a single measurement strategy. Passages are presented and the children's reading ability is inferred from the success with which they respond to associated comprehension probes. The nature of the comprehension probes may variously be multiple-choice questions, fill-in-the-blank as in the Cloze format, or prompts for short or extended written responses. People can and do argue heatedly over the advantages and disadvantages of these different kinds of comprehension probes. However, no one could possibly imagine any of them as a direct, valid, or diagnostic measure of the student's reading ability per se.

If such formal reading tests were instead presented on a computer enabled with speech-recognition reading software, it would be possible to separate children's ease or difficulty in reading the test passages from the accuracy, astuteness, well-formedness or penmanship of their responses to the comprehension probes.

For that matter, it is past the time to seriously consider the following suggestion from the National Research Council's Committee on the Foundations of Assessment, now ten years old:

One can imagine a future in which the audit function of external assessments would be significantly reduced or even unnecessary because the information needed to assess students at the levels of description appropriate for various external assessment purposes could be derived from the data streams generated by students in and out of their classrooms. Technology could offer ways of creating over time a complex stream of data about how students think and reason while engaged in important learning activities. Information for assessment purposes could be extracted from this stream and used to serve both classroom and external assessment needs, including providing individual feedback to students for reflection about their metacognitive habits.

A metaphor for this shift exists in the world of retail outlets, ranging from small businesses to supermarkets to department stores. No longer do these businesses have to close down once or twice a year to take inventory of their stock. Rather, with the advent of automated checkout and barcodes for all items, these businesses have access to a continuous stream of information that can be used to monitor inventory and the flow of items. Not only can business continue without interruption, but the information obtained is far richer, enabling stores to monitor trends and aggregate the data into various kinds of summaries. (Committee on the Foundations of Assessment, 2001, p. 284).
6 Education, Literacy, and Technology: Concluding Comments

6.1. On the Importance of the Problem

As set forth in the Massachusetts School Law of 1642, public education in America was first instituted precisely to make sure that every citizen could read. Now, nearly 400 years later, Americans as a group still cannot read, at least not very well. National assessment results document that this is true not just among school children in the United States but also among adults (Sum, Kirsch, & Taggart 2002; Kutner et al., 2007), and even among college-bound high school students (ACT Inc, 2006).

Some analyses suggest that the literacy skills of even our best and brightest are waning (for review, see Adams, 2009, 2011). However, the data from every source and on every subgroup indicate that it is the unevenness of our students’ literacy outcomes that is at the core of our nation’s poor literacy performance. In particular, reading performance is far weaker among students who come from families that are poor or less educated; that includes students for whom English is a second language, most saliently those of Hispanic background.

According to the NAEP, for example, the percentage of fourth-graders reading at grade level is:

- 14 percent for blacks, 17 percent for Hispanics, and 43 percent for whites;
- 17 percent for those eligible for subsidized lunch and 44 percent for those of higher household income;
- 12 percent for those whose parents did not finish high school and 42 percent for those whose parents graduated from college;
- 7 percent for students who are classified as English Language Learners and 35 percent who are not.

Conversely, the percentage of students whose reading performance fell below the basic-level cut-off is:

- 54 percent for blacks, 50 percent for Hispanics, and 22 percent for whites;
- 50 percent for those eligible for subsidized lunch and 21 percent for those of higher household income;
- 44 percent for those whose parents did not finish high school and 17 percent for those whose parents graduated from college;
- 70 percent for students who are classified as English Language Learners and 31 percent who are not.

The NAEP shows these disparities in achievement levels to be essentially identical across grade-levels and testing domains and essentially constant over time (National Center for Education Statistics, 2007, 2008). International assessments also highlight the unevenness of our students’ literacy achievement. The performance of U.S. elementary students is slightly stronger than that of U.S. secondary students in these comparisons. Nevertheless, and regardless of age, the reading scores of students from the United States tend to cluster disproportionately within the very highest and the very lowest proficiency bands across participating countries (Lenke et al., 2002; Sen, Partelow, & Miller, 2005).

If such reading disparities are disturbing enough in themselves, it must still be borne in mind that they are only the top layer of a failure that is far more pervasive and debilitating.

First, it is not only reading that is at stake, for students’ entire education depends heavily on reading. Thus, to the extent that students struggle with reading, they must also be handicapped in other subjects. Consistently, while the NAEP shows that only 33% of fourth-graders and 32% of eighth-graders are at or above grade-level in reading (National Center for Education Statistics, 2009b), it also documents that, nationwide, the percentage of fourth- and eighth-graders whose learning is at or above grade-level is only 29% and 32% in science, 34% and 22% in civics, 18% and 17% in U.S. history, and 39% and 34% in math (Grigg, Lauko, & Brockway, 2006; Lee & Weiss, 2007; Lutkus & Weiss, 2007; National Center for Education Statistics, 2009a, respectively). Because no student is to take more than one of the NAEP
assessments, one might argue that these statistics are loose evidence of the co-morbidity of reading and other-subject difficulties. However, the Program for International Student Assessment (PISA), which does test the same students across domains, documents that of U.S. students who scored within the lowest of its six proficiency bins in mathematics literacy, 62 percent also scored within its lowest proficiency bin in reading; of those U.S. students who scored within the lowest of its six proficiency bin in reading, 82 percent scored within its lowest proficiency bin in mathematics (Miller, Sen, & Malley, 2007).

Second, because of the history of the NAEP and the way its statistics are compiled, its results make learning difficulties most visible for schools in neighborhoods of poverty. Yet, learning difficulties are by no means limited to such schools. To wit, the achievement gap within schools is typically wider than the average achievement difference between schools (Wong & Alkens, 2001; Wong & Lee, 1998). While the percentage is greater in at-risk neighborhoods, there are some children in every classroom who depend on school to learn to read. Furthermore, most children in most classrooms depend on school for some core aspect of their education. And all children in every classroom could and should be learning significantly more than whatever they bring to the school from home.

If the performance of our schools is not appreciably worse than in decades gone by, neither is it appreciably better. In any given domain, outcomes may fluctuate from time to time, rising or falling a little, due to any number of factors. The overall picture is one of a system that is mature, one that on average performs just about as well as it can perform given the resources and constraints within which it strives to operate.

The problem, as so passionately argued by Dustin Heuston (2011), is the delivery system. The output or work of any system, he reminds us, is a function of its potential output times its efficiency. For a school system, the work or output that matters is the learning of each and every one of its individual students. Thus, the output of the one-teacher-per-class model is inherently limited to what one teacher can accomplish per child. The productivity of whole-class instructional delivery rests on whether every child in the class has the same strengths and needs, the same confusions and interests, and the same infallible inclination to attend to and understand what the teacher is sharing. Failing any of these conditions—and, from one child or one lesson to the next, these conditions must always fail—

instructional effectiveness depends on the teacher’s capacity to discover which students are in need of what kinds of extra support and then to help each child accordingly. Yet this, Heuston argues, is exactly what teachers in the conventional classroom cannot do. They do not have time.

Regardless of how we select, train, exhort, bribe, or extort our teachers, it remains the case that no teacher in any conventional classroom has the time or resources to discover much less to lend substantial guidance and support to the special needs or interests of each of the individual students in her or his charge.

We have tried everything over and over, renamed the same reforms, and then tried them again... No matter how we have tried or how much we have spent on each new reform, the gains have been disappointingly small and frustratingly local and temporary. Still worse, our educational budgets have become too rich for us to afford: economically, we are being forced to pare these budgets back even when, educationally, it is so obvious that far more is needed. (Heuston, 2011, pp. 1-2).

What America needs urgently, argues Heuston, is an educational delivery system that is effective and affordable, and his thesis is that computing technologies offer just that. Well-designed software can deliver individualized interactive lessons even as it interactively assists, assesses, and manages the child’s progress alongside. If, as classroom studies indicate, one teacher can manage only one minute per day of individual attention to each of her or his students (Conant, 1973, cited in Heuston, 2011; Goodlad, 1977), then engaging students with well-designed instructional software for just 15 minutes would raise the productivity of each student’s school day (week, year, career) by an order of magnitude.

The present paper has focused on technology to support reading and, more specifically, to promote reading fluency and comprehension. It is not that this is the only overdue use of technology in our classrooms. To the contrary, virtually every domain of school learning, including reading basics, could be taught faster and better with the help of well-devised instructional technology.

Nevertheless, better support for reading fluency and comprehension is the clear priority. First, more so than any other scholastic challenge, learning to read with fluency and comprehension depends heavily—perhaps inseparably—on individually guided practice and support. Second, so much of what people want or need to learn—in school or out, and with or without
the help of technology—depends on the ability to read as well as the knowledge, language and modes of thought that grow through having read.

6.2 On the Nature and Importance of the Solution

In this paper, it is argued that the principal reason that adequate reading ability eludes so many of our school children is that they fail to gain basic reading fluency. Without basic fluency, the process of reading requires intense concentration even as it is both error-prone and painfully slow. Moreover, the very arduousness of the process undermines the comprehension and learning that one might hope would attend the effort.

The brain sciences have shown that the emergence of basic reading fluency is coupled with the establishment of a special region of the cortex that is devoted to printed word recognition. This region, the Visual Word Form Area, is located in the left hemisphere of the brain and is tightly linked to the language centers of the brain. The Visual Word Form Area specializes in processing the orthographic properties of printed words—from individual letters, to pairs of letters, to syllables, to whole words—as distinct from their raw visual properties. In on-pace readers, the Visual Word Form Area becomes established toward the end of second grade. In contrast, the responsiveness to print of this area of the brain has been found to be weak or aberrant in developmental dyslexics and illiterates. (Dehaene, 2009; McCandliss, Cohen, & Dehaene, 2003; Schlaggar & McCandless, 2007).

Gaining basic fluency, in other words, is a big deal. Moreover, as excruciatingly difficult as reading can be for those who lack basic fluency, it is only through reading that basic fluency can be gained. Fluency depends on phonics, for it builds on the traces between spellings and pronunciations that are left each time a word is decoded. But it grows through reading as each of those traces is strengthened, refined, and more richly connected to language and meaning. Only through the practice of reading—that is, only as the outcome of encountering, re-encountering, and assimilating more and more printed words—can children gain the decoding automaticity on which basic fluency depends, and only through understanding the words and wordings encountered while reading can they tie them to the centers of language and thought in the brain.

Again, it is extremely difficult for children who yet lack basic fluency to read much on their own. It is for this reason that texts written for beginning readers are short, conceptually simple, and contain much repetition. It is also for this reason that attaining basic fluency depends so heavily on children's having someone or something to guide them, whether to assist with textual difficulties, to support their ongoing understanding, to help them to appreciate their own progress and accomplishment, or just to keep them engaged and on task.

A chronic impasse in the educational mission of our schools is their inability to provide anything close to the amount of individual guided oral reading on which the acquisition of basic fluency depends. In consequence of this impasse, the education that children can gain from school is strongly limited by the education that they bring to school from home. Yet, the reason for public schooling—the very hope and promise on which it was founded—is that of ensuring equal educational opportunity to all children, regardless of what their homes can offer.

Among children who develop reading on-pace, basic fluency emerges toward the end of second grade. In contrast, the NAEP (Daane et al., 2005; Pinnell et al., 1995) shows that 40 percent of U.S. fourth graders still lack basic fluency. What is the likelihood that a child who has failed to conquer basic fluency by fourth grade will ever do so? The results of the U.S. Department of Education's National Assessment of Adult Literacy (NAAL) similarly indicate that more than 40 percent of U.S. adults are unable to comprehend texts of moderate everyday difficulty (Kutner et al., 2007; also see Sum, Kirsch, & Taggart, 2002). Is that a coincidence?

The thesis of this paper is that our schools’ incapacity to help students learn to read is an insuperably important problem, and that technology exists that can go a long way toward fixing it. Speech recognition-based reading tutors stand as a cost-effective and scalable means of ensuring ample, individual guided oral reading and learning support to every student in our schools. As reviewed, across past efforts to develop effective speech-recognition based reading tutors, major technological issues have been solved, and the technology’s usability and efficacy has been demonstrated in classrooms with both children and adults.

Again, absent basic fluency, reading to learn is precluded. For this reason, assisting students’ acquisition of basic fluency is the most urgent need for such technologies in our schools. But it is not the only one. As argued, speech-recognition based reading technology also offer strong benefits toward developing the linguistic sensitivity that is the hallmark of advanced fluency, for
supporting young readers’ metacognitive control and enriching their content-area reading, and as a platform for more efficient, informative, and timely assessment regimen.

With respect to assessments, such a system could continually collect, collate, and analyze the children's performance. Moreover, it could do so in the background, in the course of instructional reading activities, rather than in displacement of them. Beyond any pencil and paper assessment, it could afford separate evaluation of the students' difficulty in reading the passages from their facility in responding to comprehension probes. It could give teachers continual access to student performance data for instructional use, and it could aggregate data from multiple readings, yielding more valid and reliable estimates of students' needs and growth. It also could collect a wealth of data still needed for the field's larger understanding of reading development. The nature of the hurdles and progress between beginning and advanced reading is still mostly a mystery to reading scientists. Similarly, sound approaches for measuring text complexity still belong to the future.

With respect to supporting and enriching text-based learning, such a system could provide access to countless books and texts, nominating titles at the right level and on the right topic for each child and each lesson. Better than any paper dictionary, it could provide definitions and meaning support for challenging vocabulary specific to the contexts in which they appear. Better than any workbook, it could select and populate learning activities in response to children's individual needs, extending and adapting the exercises as needed and without constraints of page space. Beyond any "read-now, lab-later" approach, such a system could be developed specifically for purposes of marrying the information and argument offered by the children's science texts to the kinds of interactive and supported hands-on, minds-on activities that are so valuable in complement. Such a system could similarly provide these sorts of support and instruction for second-language and foreign-language learning.

Most importantly, such a system could provide to every child the individualized guidance and support on which the acquisition of both basic and advanced fluency depends. Listening to each child read aloud, it could discern difficulties, provide real-time help, and make records of progress and difficulties in the background. By keeping every child engaged during reading time, it would ensure that each was spending time really reading even while keeping track of what, how much, and how well each read. At the same time, it could provide ever-updated information to every teacher about the growth and needs of each child, about the successes and weaknesses of each learning goal, and about the special challenges of each text. And beyond alerting teachers to which kids and which challenges were in need of special attention, such a system would free time for teachers to provide such attention.

Again, unless and until children are able to engage productively with texts on their own, they need individual help both in learning to read and in reading to learn. In the history of the United States, public schooling was intended specifically to offer literacy to children whose homes could not provide such help. Nevertheless, providing young readers with the kinds and amount of individual support that we know they need is beyond the human capacity of the conventional classroom. For this reason, more than any other, the development of speech-recognition based reading technologies for our classrooms must be high on our country's educational agenda.

The maturity of automatic speech recognition technology is attested by its very ubiquity across other sectors of the economy, often in applications that are far more complicated than those in quest for our schools. Further—and in contrast to most of the software applications and dynamics one might dream of—neither is content development an issue: So much of what we would like our students to read, do, and think about already exists in print. Speech-recognition based reading and learning applications are well within reach were we to redirect just a fraction of the time, genius, and creativity that is now focused on developing ever more seductive ways for us to play games, watch ads, and otherwise waste our time with our mobile devices and computers.

The great social promise of technology, after all, has been centered on its potential for multiplying productivity. Nowhere is there a greater need to multiply our country's productivity than in our educational sector. Our future welfare, both individually and collectively, depends inseparably on the instructional productivity of all of our schools and the learning productivity of all of our students.
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